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Abstract—We propose a comprehensive metrics validation methodology that has six validity criteria, which support the quality functions assessment, control, and prediction, where quality functions are activities conducted by software organizations for the purpose of achieving project quality goals. Six criteria are defined and illustrated: association, consistency, discriminative power, tracking, predictability, and repeatability. We show that nonparametric statistical methods such as contingency tables play an important role in evaluating metrics against the validity criteria. Examples emphasizing the discriminative power validity criterion are presented. A metrics validation process is defined that integrates quality factors, metrics, and quality functions.
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I. INTRODUCTION

We believe that software metrics should be treated as part of an engineering discipline—metrics should be evaluated (validated) to determine whether they measure what they purport to measure prior to using them. Furthermore, if metrics are to be of greatest utility, the validation should be performed in terms of the quality functions (quality assessment, control, and prediction) that the metrics are to support.

We propose and illustrate a validation methodology whose adoption, we believe, would provide a rational basis for using metrics. This is a comprehensive metrics methodology that builds on the work of others: these have been validation analyses performed on specific metrics or metric systems for the purpose of satisfying specific research goals. Among these validations are the following: 1) function points as a predictor of work hours across different development sites and sets of data [1]; 2) reliability of metrics data reported by programmers [3]; 3) Halstead operator count for Pascal programs [10]; 4) metric-based classification trees [16]; and 5) evaluation of metrics against syntactic complexity properties [17].

Our approach to validation has the following characteristics: (i) The methodology is general and not specific to particular metrics or research objectives. (ii) It is developed from the point of view of the metric user (rather than the researcher), who has requirements for assessing, controlling, and predicting quality. To illustrate the difference in viewpoint, we can make an analogy with the automobile industry: the manufacturer has an interest in brake lining thickness as it relates to stopping distance, but from the driver’s perspective, the only meaningful metric is stopping distance! (iii) It consists of six mathematically defined criteria, each of which is keyed to a quality function, so the user of metrics can understand how a characteristic of a metric, as revealed by validation tests, can be applied to measure software quality. (iv) The six criteria are: association, consistency, discriminative power, tracking, predictability, and repeatability. (v) It recognizes that a given metric can have multiple uses (e.g., assess, control, and predict quality) and that a given metric can be valid for one use and invalid for another use. (vi) It defines a metrics validation process that integrates quality factors, metrics, and functions.

This paper is organized as follows. First, in Section II a framework is established which pulls together the concepts and definitions of quality factor, quality metric, validated metric, quality function, validity criteria, and a metrics validation process. These concepts and definitions are integrated by the use of a metrics validation process chart. In this section we show how validity criteria support quality functions. Next, in Section III we indicate why nonparametric statistical methods are applicable to and compatible with the validity criteria. This is followed in Section IV by an example of metrics validation, using the discriminative power validity criterion. Lastly, in Section V some comments are made about future research directions.

II. FRAMEWORK

The framework of our metrics methodology consists of the following elements, which are keyed to Fig. 1: the quality factor, quality metric, validated metric, quality functions, validity criteria, and metrics validation process. In Fig. 1 we use the notation (Project, Time, Measurement) to designate the project, time (e.g., life-cycle phase), and type of measurement (quality factor, quality metric). We use V to designate the project in which a metric is validated, and A to designate the project in which the metric is applied.

This diagram is interpreted as follows:

- The events and time progression of the validation project are depicted by the top horizontal line and arrow. This time line consists of Project 1 with metric M collection in Phase T1 (step 1); factor F collection in Phase T2 (step 2); and validation of M with respect to F in Phase T2 (step 3).
- The events and time progression of the application project are depicted by the bottom horizontal line and arrow. This project is later in chronological time than the validation project, but has the same phases T1 and T2. This time line consists of Project 2 with metric collection M' in Phase T1 (step 4); application of M' to assess, control, and predict quality in Phase T1 (step 5); collection of
factor $F'$ in Phase $T_2$ (step 6); and revalidation of $M$ and $M'$ with respect to $F$ and $F'$ in Phase $T_2$ (step 7).

- Metric $M'$ is the same metric as $M$, but in general it has different values, since it is collected in a different project. The same statement applies to $F'$ and $F$.

Each element is defined and described in greater detail in the following subsections.

A. Quality Factor

A quality factor $F$ (hereafter referred to as “factor” or “$F'$”) is an attribute of software that contributes to its quality [13], where software quality is defined as the degree to which software possesses a desired combination of attributes [14]. For example, reliability (an attribute that contributes to quality) is a factor. A factor can have values such as the error counts $F_1, \ldots, F_n$ in a set of software components (i.e., an element of a software system, such as module, unit, data, or document [13]). We define $F$ to be a type of metric that provides a direct measure of software quality [6]. This means that $F$ is an intrinsic indicator of quality as perceived by the user, such as errors in the software that result in failures during operation. We denote $F$ as the factor in $V$, and $F'$ as the factor in $A$. $F$ and $F'$ are shown as collected at points 2 and 6, respectively, in Fig. 1.

B. Quality Metric

A quality metric $M$ (hereafter called “metric” or “$M'$”) is a function (e.g., cyclomatic complexity $M = e - n + 2p$ whose inputs are software data (elementary software measurements, such as the number of edges $e$ and number of nodes $n$ in a directed graph), and whose output is a single numerical value $M$ that can be interpreted as the degree to which software possesses a given attribute (cyclomatic complexity) that may affect its quality (e.g., reliability) [15]. For example, if there are two components 1 and 2 with $M_1 = 3$ and $M_2 = 10$, this may indicate that the reliability of 1 may be greater than the reliability of 2. Whether this is the case depends upon whether $M$ is a valid metric (see below). We define $M$ to be an indirect measure of software quality [2], [6]. This means that $M$ may be used as a substitute for $F$ when $F$ is not available, as is the case during the design phase. $M$ is shown as collected at point 1 in Fig. 1.

It is important to recognize that in general there can be a many-to-many relationship between $F$ and $M$. For expository purposes, we limit our examples to one-to-one or one $(F)$ to many $(M)$ relationships.

C. Validated Metric

A validated metric is one whose values have been shown to be statistically associated with corresponding factor values (e.g., $M_1, \ldots, M_n$ have been statistically associated with $F_1, \ldots, F_n$ for a set of software components $1, \ldots, n$) [13]. A validation test of $M$ with respect to $F$ is shown at point 3 in Fig. 1. We denote $M'$ as a validated metric. Since $M$ is validated with respect to $F$, it is necessarily the case that $F$ is valid. Therefore we say that $F$ is valid by definition as a result of wide acceptance or historical usage (e.g., error count).

Since $F$ is a direct measure of quality, it is preferred over $M$ whenever it is possible to measure $F$ sufficiently early in the life cycle to permit quality to be assessed, controlled, and predicted (see below). However, since this is usually not the case, the need for validation arises. We also note that since the cost of finding and correcting errors grows rapidly with the life cycle, it is advantageous to have approximate early (leading) indicators of software quality. (Analogously, one could posit that the Dow Jones stock price average $(M)$ is an approximate leading indicator of the gross national product $(F)$ in the American economy and conduct a validation test between the two.) Thus we can formulate the following policy with respect to software measurement: when it is feasible to measure and apply $F$, use it; otherwise, attempt to validate $M$ with respect to $F$ and, if successful, use $M'$.

D. Quality Functions

Quality functions are activities conducted by software organizations for the purpose of achieving project quality goals.
Both product and process goals are included. The quality functions that are pertinent to this metrics methodology are: assessment, control, and prediction.

1) Quality Assessment: Quality assessment is the evaluation of the relative quality of software components. "Relative quality" is the quality of a given component compared with the quality of other components in the set (e.g., if \( M' = 3 \) is cyclocomplexity, the quality of component 1, with \( M' = 3 \), may be better than the quality of component 2, with \( M' = 10 \)). Validated metrics are used to make a relative comparison of the quality of software components. The purpose of assessment is to provide software managers with a rational basis for assigning priorities for quality improvement and for allocating personnel and computer resources to quality assurance functions. For example, priorities and resources would be assigned on the basis of relative values (or ranks) of \( M' \) (i.e., the most resources would be assigned to the components with the highest (lowest) values (or ranks) of \( M' \)). \( M' \) is shown collected at point 4 in Fig. 1, and used for assessment at point 5.

2) Quality Control: Quality control is the evaluation of software components against predetermined critical values of metrics (i.e., the value of \( M' \) that is used to identify software which has unacceptable quality [13]) and the identification of components that fall outside quality limits. We denote \( M'_c \) as the critical value of \( M' \). Validated metrics are used to identify components with unacceptable quality. The purpose of control is to allow software managers to identify software that has unacceptable quality sufficiently early in the development process to take corrective action. For example, \( M'_c = 3 \) would be used as a critical value of cyclocomplexity to discriminate between components that contain errors and those that do not.

Control also involves the tracking of the quality of a component over its life cycle. For example, if \( M' \) is cyclocomplexity, an increase from 3 to 10, as the result of a design change, would be used to indicate possible degradation in quality. \( M' \) is shown as collected at point 4 in Fig. 1, and used for control at point 5.

3) Quality Prediction: Quality prediction is a forecast of the value of \( F \) at time \( T2 \) based on the values of \( M'_1, M'_2, \ldots, M'_n \) for components \( 1, 2, \ldots, n \) at time \( T1 \), where “time” could be computer execution time, labor time, or calendar time. Validated metrics (e.g., size and complexity) are used during the design phase to make predictions of test or operational phase factors (e.g., error count). The purpose of prediction is to provide software managers with a forecast of the quality of the operational software, and to flag components for detailed inspection whose predicted factor values are greater than (or less than) the target values determined from requirements analysis. \( M' \) is shown as collected at point 4 in Fig. 1, and used for prediction at point 5.

E. Validity Criteria

Validity criteria provide the rationale for validating metrics—they are the specific quantitative relationships that are hypothesized to exist between factors and metrics. Validity criteria, in turn, are based on the principle of validity, which defines the general quantitative relationship between factors and metrics that must exist for the validity criteria to be applied. First, we provide definitions relating to the principle of validity. Then we define the principle of validity. Lastly, we define each validity criterion and provide an example of its application.

1) Definitions:

\[
R[M]: \text{ Relation } R \text{ on vector } M \text{ for } V[P1, T1, M] \tag{1}
\]

\[
R[F]: \text{ Relation } R \text{ on vector } F \text{ for } V[P1, T2, F] \tag{2}
\]

\[
R[M']: \text{ Relation } R \text{ on vector } M' \text{ for } A[P2, T1, M'] \tag{3}
\]

\[
R[F']: \text{ Relation } R \text{ on vector } F' \text{ for } A[P2, T2, F'] \tag{4}
\]

where \( R \) could be, for example, an order relation such as: Magnitude \([M_1 < M_2 < \ldots < M_n]\) and Magnitude \([F_1 < F_2 < \ldots < F_n]\) involving \( n \) values (data points) for \( M \) and \( F \).

2) Principle of Validity:

\[
\text{IF } R[M] \Leftrightarrow R[F] \text{ THEN } \{R[M] \Leftrightarrow R[F'] \Rightarrow R[M'] \Leftrightarrow R[F']\} \tag{5}
\]

In other words, does the mapping \( M \Leftrightarrow F \), validated on Project 1, imply a mapping \( M' \Leftrightarrow F' \) on Project 2? We assume (5) to be true at point 5 in Fig. 1. Once \( F' \) is collected at point 6, we revalidate (or invalidate) (5) by repeating the validation test using aggregated \( M \) and \( M' \), validated with respect to aggregated \( F \) and \( F' \) at point 7.

We note that a metric may be valid with respect to certain validity criteria, and invalid with respect to other criteria. Each validity criterion supports one or more of the quality functions assessment, control, and prediction, which were described above. The validity criteria—association, consistency, discriminative power, tracking, predictability, and repeatability—are applied at point 3 of Fig. 1. The particular criteria that are used depend on the quality functions (one or more) that are to be supported.

The validation procedure requires that threshold values \( \beta \) be selected for certain validity criteria. The criterion used for selecting these values is reasonableness (i.e., judgment must be exercised in selecting values to strike a balance between the one extreme of causing an \( M \), which has a high degree of association with \( F' \), to fail validation, and the other extreme of allowing an \( M \) of questionable validity to pass validation).
A short simple numerical example follows the definition of each validity criterion for the purpose of illustrating the basic concepts of the validity criteria. For illustrative purposes, $F$ is error count and $M$ is cyclomatic complexity, or complexity for short, in the examples. Also, to keep the examples simple we use small sample sizes; these sample sizes would not be acceptable in practice. As noted previously, given $\{F\}$ and $\{M\}$, it is possible to have an $M_i$ in $\{M\}$ predict multiple $F$'s in $\{F\}$, or to have an $F_i$ in $\{F\}$ predicted by multiple $M$'s in $\{M\}$. However, in order to simplify the examples, only the one-to-one case will be illustrated.

3) Association: The variation in $F$ explained by the variation in $M$, which is given by $R^2$ (coefficient of determination), where $R$ is the linear correlation coefficient, must exceed a specified threshold, or

$$R^2 > \beta_\alpha,$$  \hspace{1cm} (6)

This criterion assesses whether there is a sufficient linear association between $F$ and $M$ to warrant using $M$ as an indirect measure of $F$. This criterion supports the quality assessment function as follows.

If the elements of vector $M$, corresponding to components $1, 2, \ldots, n$, are ordered by magnitude, as illustrated in Table I, can we infer a linear ordering of $F$ with respect to $M$ for the purpose of assessing differences in component quality? In other words, does the following hold?

$$\text{Magnitude}[M_1 < M_2 \ldots < M_i \ldots < M_n] \Leftrightarrow \text{Magnitude}[F_1 < F_2 \ldots < F_i \ldots < F_n]$$ \hspace{1cm} (7)

and $(M_{i+1} - M_i) \times (F_{i+1} - F_i)$ for $i = 1, 2, \ldots, n - 1$.

The data of Table I are plotted in Fig. 2 to contrast perfect with imperfect association.

Since there is seldom perfect linear magnitude ordering between $F$ and $M$ (i.e., $R = 1.0$), we use (6) to measure the degree to which (7) holds. For example, if $R = 0.9$ and $\alpha = 0.05$, then 81% of the variation in $F$ (error count) is explained by the variation in $M$ (complexity), with an acceptable confidence level. If this relationship is demonstrated over a representative sample of components, and if $\beta_\alpha$ has been established as 0.7, we could conclude that $M$ is associated with $F$ and can be used to compare magnitudes of complexity obtained from different components to assess the degree to which they differ in quality (e.g., the difference in complexity magnitude between component 2 and component 1 (10–8) is proportional to their differences in quality in Table I).

The resultant $M'$ would be used to assess differences in the quality of components on the application project.

4) Consistency: The rank correlation coefficient $r$ between $F$ and $M$ must exceed a specified threshold, or

$$r > \beta_c,$$ \hspace{1cm} (8)

This criterion assesses whether there is sufficient consistency between the ranks of $F$ and the ranks of $M$ to warrant using $M$ as an indirect measure of $F$ [9]. This criterion supports the quality assessment function as follows.

If the elements of vector $M$, corresponding to components $1, 2, \ldots, n$, are ordered by rank as illustrated in Table I, can we infer an ordering of $F$ with respect to $M$ for the purpose

<table>
<thead>
<tr>
<th>Component</th>
<th>$M$ (magnitude)</th>
<th>$M$ (rank)</th>
<th>$F$ (magnitude)</th>
<th>$F$ (rank)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>2</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>3</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>4</td>
<td>7</td>
<td>3</td>
</tr>
</tbody>
</table>
of assessing the rank order of component quality? In other
words, does the following hold?

\[
\text{Rank}[M_1 < M_2 < \ldots < M_i < \ldots < M_n] \Rightarrow \\
\text{Rank}[F_1 < F_2 < \ldots < F_i < \ldots < F_n].
\] (9)

The data of Table I are plotted in Fig. 3 to contrast perfect
with imperfect consistency for the same set of components.

Since there is seldom perfect rank ordering between \(F\) and
\(M\) (i.e., \(r = 1.0\)), we use (8) to measure the degree to which
(9) holds. For example, if \(r = 0.8\) and \(\alpha = 0.05\), there is an
80% ranking between \(F\) and \(M\), with an acceptable confidence
level. If this relationship is demonstrated over a representative
sample of components, and if \(\beta\) has been established as 0.7,
we could conclude that \(M\) is consistent with \(F\) and can be
used to compare ranks of complexity obtained from different
components to assess the degree to which they differ in relative
quality (e.g., component 2 quality is lower (higher complexity)
than component 1 quality in Table I).

The resultant \(M'\) would be used to assess relative quality of
components on the application project.

5) Discriminative Power: The critical value of a metric \(M_c\)
must be able to discriminate, for a specified \(F_c\), between
elements (components 1, 2, \ldots, \(i\), \ldots, \(n\)) of vector \(F\) [17] in
the following way:

\[
M_i > M_c \Rightarrow F_i > F_c \quad \text{and} \quad \\
M_i \leq M_c \Rightarrow F_i \leq F_c
\] (10)

for \(i = 1, 2, \ldots, n\) with specified \(\alpha\).

This criterion assesses whether \(M_c\) has sufficient discrimi-
native power to warrant using it as an indirect measure of \(F_c\).

This criterion supports the quality control function as follows.

Would \(M_c\), as illustrated in Table II, partition \(F\) for
a specified \(F_c\) as defined in (10)? For example, the data from

<table>
<thead>
<tr>
<th>(M_c = 10)</th>
<th>(M \leq M_c)</th>
<th>(M &gt; M_c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F \leq F_c)</td>
<td>(O_{11} = 1)</td>
<td>(O_{12} = 0)</td>
</tr>
<tr>
<td>(F &gt; F_c)</td>
<td>(O_{21} = 1)</td>
<td>(O_{22} = 2)</td>
</tr>
</tbody>
</table>

\(O_{ij}\) = count of observations in cell \(i, j\).

\(O_{11}, O_{21}\): correct classifications.

\(O_{12}, O_{22}\): incorrect classifications.

Table I is used in Table II, with \(M_c = 10\) and \(F_c = 2\).
We see that discriminative power is not perfect in Table II
(i.e., \(O_{21} \neq 0\)). If it is desired to flag components with
more than two errors \((F > F_c)\) for detailed inspection and
if \(M_c = 10\) (complexity) is validated, it would be used on
the application project to control quality (i.e., discriminate
between acceptable and unacceptable components), as shown
in Fig. 4. One purpose of Fig. 4 is to identify trends in quality
(e.g., a persistent case of components being in the unacceptable
zone).

Since there is seldom a perfect discriminator \(M_c\) for \(F_c\) (i.e.,
\(O_{12} = O_{21} = 0\) in Table II), we use an appropriate statistical
method (e.g., chi-square contingency table [7], [8], [12]) and
representative sample of components to measure the degree to
which (10) holds.

6) Tracking: \(M\) must change in unison with \(F\) for a given
component \(i\) at times \(T_1, T_2, \ldots, T_j, \ldots, T_m\) as follows:

\[
M_i(T_{j+1}) > M_i(T_j) \Rightarrow F_i(T_{j+1}) > F_i(T_j) \\
M_i(T_{j+1}) = M_i(T_j) \Rightarrow F_i(T_{j+1}) = F_i(T_j) \\
M_i(T_{j+1}) < M_i(T_j) \Rightarrow F_i(T_{j+1}) < F_i(T_j)
\] (11)

with specified \(\alpha\).
This criterion is illustrated graphically in Fig. 5 to contrast perfect with imperfect tracking, where factor and metric values are plotted against project time.

This criterion assesses whether \( M \) is capable of tracking changes in \( F \) (e.g., as a result of design changes) to a sufficient degree to warrant using \( M \) as an indirect measure of \( F \). This criterion supports the quality control function as follows.

Would changes in \( M \) track changes in \( \mathcal{P} \) as defined in (11)? If \( M \) is validated, then a vector \( M_i'(T_j) \) consisting of the values \( M_1'(T_1), M_2'(T_2), \ldots, M_i'(T_j), \ldots, M_m'(T_m) \) of component \( i \), measured at times \( T_1, T_2, \ldots, T_j, \ldots, T_m \) would be used to track quality on the application project. For example, if complexity \( M_i' \) is valid for tracking error count \( F \), \( M_i' \) would be used as shown in Fig. 6, where quality increases from \( T_1 \) to \( T_2 \), stays the same from \( T_2 \) to \( T_3 \), and decreases thereafter.

Since there is seldom perfect tracking of \( F \) by \( M \), we use an appropriate statistical method (e.g., binary sequences test [8]) and representative sample for component \( i \) to measure the degree to which (11) holds.

7) **Predictability**: A function of \( M \), \( f(M) \), where \( M \) is measured at time \( T_1 \), must predict \( F \) measured at time \( T_2 \), with an accuracy \( \beta_p \) or

\[
\left| \frac{F_{at2} - F_{pt2}}{F_{at2}} \right| < \beta_p \tag{12}
\]

where \( F_{at2} \) is the actual value, and \( F_{pt2} \) is the predicted value.

This criterion is illustrated graphically in Fig. 7 to contrast perfect with imperfect prediction, where \( f(M) \), formulated at \( T_1 \), will either turn out to be equal to \( F \) at \( T_2 \) (perfect Predictability), or be equal to \( F^+ \) or \( F^- \) (imperfect Predictability).

This criterion assesses whether \( f(M) \) can predict \( F \) with required accuracy. This criterion supports the quality prediction function as follows.

If (12) holds, the following hold?

\[
F_{pt2} = f(M_{T1}) \Rightarrow F'_{pt2} = f(M'_{T1}) \tag{13}
\]
where vector } F_{PT2} = [F_1, F_2, \ldots, F_n]_{T2} \text{ and vector } M_{T1} = [M_1, M_2, \ldots, M_n]_{T1} \text{ for components 1, 2, \ldots, n, and } F_{PT2} \text{ and } M_{T1} \text{ are similarly defined. In other words, do we have:}

\[
\left| \frac{F_{aT2} - F_{PT2}}{F_{aT2}} \right| < \beta_p. \tag{14}
\]

For example, if a function } f \text{ relating error count with complexity can be identified (e.g., regression analysis) that is a good predictor of } F \text{ (i.e., satisfies (12)), then we would use the same } f \text{ as the predictor of } F' \text{ to predict error count from complexity on the application project.}

Since there is seldom a perfect } f \text{ (i.e., } F_{PT2} = F_{aT2}) \text{, we use (12) to measure the degree to which } f \text{ predicts } F.

8) Repeatability: The success rate of validating } M \text{ for a given validity criterion } i \text{ must satisfy:

\[
N_{is}/N_i \geq \beta_{si}. \tag{15}
\]

where } N_{is} \text{ is the number of validations of } M \text{ for criterion } i, \text{ and } N_i \text{ is the total number of trials for criterion } i.

This criterion assesses whether } M \text{ can be validated on a sufficient percentage of trials to have confidence that it would be a dependable indicator of quality in the long run. We use "trials," because validation could be performed with respect to projects, applications, components, or some other appropriate entity.

F. Metrics Validation Process

Given that there must be a validation project } V \text{ and an application project } A, \text{ as shown in Fig. 1, this requirement gives rise to what we call the "fundamental problem in metrics validation." This problem arises because there could be significant time lags, product and process differences, and differences in goals and environments [5] between the following phases of the validation process (see Fig. 1):

1) } V[P1, T1, M] \text{ and } V[P1, T2, F]
2) } V[P1, T2, F] \text{ and } A[P2, T1, M']
3) } A[P2, T1, M'] \text{ and } A[P2, T2, F'].

An important characteristic of the methodology is expressed by the following:

\[
\text{IF } V[P1, T1, M] \Leftrightarrow V[P1, T2, F] \text{ THEN } A[P2, T1, M'] \Rightarrow A[P2, T2, F']. \tag{16}
\]

From (16), it follows that at point 3 in Fig. 1, } M \text{ is validated in } V. \text{ Whether } M' \text{ will actually be valid in } A \text{ will not be known until point 7. Thus it is worthwhile to discuss some of the practical difficulties of adhering to (16) and possible remedies.}

With respect to phase 1), the product or process may have changed so much between } T1 \text{ and } T2 \text{ that } M, \text{ collected at } T1, \text{ may no longer be representative of } F. \text{ If this is the case, } M \text{ should be collected again at } T2 \text{ to validate against } F. \text{ The advantage of collecting } M \text{ at } T1 \text{ is that it may be easier and less expensive than at } T2, \text{ because } M \text{ can be collected as a by-product of compilation and design and code inspections.}

The same considerations apply with respect to phase 3), except that now the concern is with whether } M' \text{ collected at } T1 \text{ should be used for revalidation at } T2. \text{ However, note that it is mandatory that } M' \text{ be collected at } T1 \text{ to have an early indication of possible quality problems (that is a key concept of our methodology!).}

With respect to phase 2), we can achieve a degree of stability in the validation process if the following procedure is employed:

a) Select } V \text{ and } A \text{ to be as similar as possible with respect to application and development environments.}

With respect to phases 1)-3) considered jointly, we can achieve a degree of stability in the validation process if procedure a) is employed, plus the following two additional procedures:

b) Select the same life cycle phase for } T1 \text{ in } V \text{ and } A.

c) Select the same life cycle phase for } T2 \text{ in } V \text{ and } A.

We recognize that it may be infeasible to implement these procedures. If this is the case, it means that there is a higher risk that } M \text{ validated at point 3 in Fig. 1 will not remain valid at point 5.

III. NONPARAMETRIC STATISTICAL METHODS FOR METRICS VALIDATION

Nonparametric statistical methods are used to support metrics validation, because these methods have important advantages over parametric methods. Indeed, it would be infeasible to validate metrics in many situations without their use. This is the case, because the assumptions that must be satisfied to employ nonparametric methods are less demanding than those that apply to parametric methods. This might lead to the conclusion that nonparametric methods are less rigorous than parametric methods. Despite this possible perception, nonparametric methods allow us to develop very useful order relations concerning the relative quality of components. The validity criteria which use nonparametric methods are shown in Table III. The advantages of nonparametric methods over parametric methods, which are important for metrics validation, are the following:
In fact, when we consider that many useful applications of metrics can be derived from the ability to classify components as being “higher quality” or “lower quality,” we realize that the information provided by nonparametric analysis is supportive of this approach.

Despite the advantages of nonparametric methods, certain validity criteria lend themselves to the use of parametric methods. These are shown in Table III. “Association,” which measures the difference in component quality, uses the interval scale. “Predictability” uses the interval scale to predict a factor value and the ratio scale for measuring prediction accuracy. Lastly, “Repeatability” uses the ratio scale for measuring metric validation success.

Appendix A summarizes the quality function, validity criterion, purpose of valid metric, and statistical method.

IV. Example of Validating Metrics

The following example is provided to illustrate the validation of $M$ with $F$ and the identification of an $M_v$ which would be used in the quality control function. Also, we show how to conduct a cost-sensitivity analysis on $M_v$ in order to identify its optimal value (i.e., the minimum cost $M_v$ across a range of assumptions about the cost of using $M_v$).

The data used in the example validation tests were collected from actual software projects. The “Discriminative Power” validity test is illustrated.

A. Purpose of Metrics Validation

The purpose of this validation is to determine whether cyclomatic number (complexity ($C$)) and size (number of source statements ($S$)) metrics, either singly or in combination, could be used to control the factor reliability as represented by the factor error count ($E$). A summary of the data is shown
Table IV, and the detailed data listing can be found in Appendix B.

Using the conventions of Fig. 1, the following is the notation applicable to this example:

Metric: C, S collected at point 1, Fig. 1.
Factor: E, collected at point 2, Fig. 1.
Critical Value of Metric: C, S, validated at point 3, Fig. 1.


B. Discriminative Power Validity Test

We divide the data into four categories, as shown in Table V, according to a critical value of \( C_c \), so that a chi-square test can be performed to determine whether \( C_c \) can discriminate between procedures with errors and those with no errors [4].

From the high value of chi-square (41.60) (see Table VI) and the very small significance level (1.26E-10) in the samples, we infer that \( C_c = 3 \) could discriminate between procedures with errors (low-quality software) and those without errors (high-quality software).

Table V shows how good a job \( C_c = 3 \) does to discriminate between procedures with errors and procedures with no errors: 75 of 81 with no errors, and 21 of 31 with errors are correctly classified.

C. Sensitivity Analysis of Critical Value of Complexity

In order to see how good a discriminator \( C_c \) is for this example, we observe the number of misclassifications that result for various values of \( C_c \) : (i) Type 1 ("error procedures,” classified as "no error procedures”), and (ii) Type 2 (“no error procedures,” classified as "error procedures”). This is shown in Fig. 8. As \( C_c \) increases Type 1 misclassifications increase, because an increasing number of high complexity procedures, many of which have errors, are classified as having "no errors." Conversely, as \( C_c \) decreases Type 2 misclassifications increase, because an increasing number of low complexity procedures, many of which have no errors, are classified as having "errors." The total of the two curves represents the "misclassification function." It has a minimum at \( C_c = 3 \), which is the value given by the chi-square test (see Table VI). The chi-square test will not always produce the optimal \( C_c \).
but the value should be close to optimal.

The foregoing analysis assumes that the costs of Type 1 and Type 2 misclassifications are equal. This is usually not the case, since the consequences of not finding an error (i.e., concluding that there is no error when, in fact, there is an error) would be higher than the other case (i.e., concluding that there is an error when, in fact, there is no error). In order to account for this situation, the number of Type 1 misclassifications for given values of \( C_c \) is multiplied by \( C1/C2 \) \((C1/C2 = 1, 2, 3, 4, 5)\), which is the ratio of the cost of Type 1 misclassification to the cost of Type 2 misclassification. These values are added to the number of Type 2 misclassification to produce the family of five “cost” curves shown in Fig. 9. Naturally, with the higher cost of Type 1 misclassifications taking effect, the optimal \( C_c \) (i.e., minimum cost) decreases. However, even at \( C1/C2 = 5, Cc = 3 \) is a reasonable choice.

A “Contingency Table” was also developed for \( S \), leading to \( S_c = 13 \). The same type of sensitivity analysis was performed on \( S_c \). It was found that the optimal is \( S_c = 15 \), as opposed to \( S_c = 13 \), as given by the chi-square analysis.

We conclude that \( C \) and \( S \) are valid with respect to the “Discriminative Power” criterion, and either could be used to distinguish between acceptable \((C \leq 3, S \leq 13)\) and unacceptable quality \((C > 3, S > 13)\) for this and similar applications when this data can be collected. However, only one is needed (i.e., \( C \) is highly correlated with \( S \)). It should be noted that it is less expensive to collect \( S \) than \( C \).

V. SUMMARY AND FUTURE RESEARCH

We described and illustrated a comprehensive metrics validation methodology that has six validity criteria, which support the quality functions of assessment, control, and prediction. Six criteria were defined and illustrated: association, consistency, discriminative power, tracking, predictability, and repeatability. These criteria are important because they provide a rationale for validating metrics; in practice, this rationale is frequently lacking in the selection and application of metrics. With validated metrics we have a basis for making decisions and taking actions to improve the quality of software. We showed that quality factors, metrics, and functions can be integrated with our metrics validation process. We developed a framework which pulls together the concepts and definitions of quality factor, quality metric, validated metric, quality function, validity criteria, and the metrics validation process. We showed that nonparametric statistical methods play an important role in evaluating whether metrics satisfy the validity criteria. An example of the application of the methodology was presented for the discriminative power validation criterion. The discriminative power criterion allows the metrics user to control the production of highly reliable software by providing thresholds of acceptable quality.

Future research is needed to extend and improve the methodology by finding an answer to the following question: to what extent are metrics that have been validated on one project, using our criteria, valid measures of quality on future projects—both similar and different projects?
APPENDIX A

Appendix A is given in Table VII.

<table>
<thead>
<tr>
<th>Quality Function</th>
<th>Validity Criterion</th>
<th>Purpose of Valid Metric</th>
<th>Statistical Method</th>
</tr>
</thead>
</table>
| Quality Assessment | Association | Assess differences in quality | 1. Coeff. of Determination $R^2 > \beta_1$
2. H0: Population Correlation Coeff. = 0.
3. H0: Population Correlation Coefficient $> \sqrt{\beta_1}$.
4. Linear Partial Correlation Coeff. (Metric Normalization: Accounting for Size).
5. Population Correlation Coefficient Confidence Interval.
| Quality Assessment | Consistency | Assess relative quality | 1. Rank Correlation Coefficient $r > \beta_1$. |
| Quality Control | Discriminative Power | Control Quality (discriminate between high and low) | 1. Mann-Whitney Comparison of Average Ranks of Two Groups of components.
2. Chi-square Contingency Table for Finding Critical Value of Metric.
5. Kruskal-Wallis Test of Average Metric Rank Per Given Value of Quality Factor.
| Quality Control | Tracking | Control quality (track changes) | 1. Binary Sequences Test and Wald-Wolfowitz Runs Test. |
| Quality Prediction | Predictability | Predict quality | 1. Scatter Plot to Investigate Linearity.
2. Linear Regression.
   a. Test Assumptions
   b. Examine Residuals
3. Find Confidence and Prediction Intervals.
4. Test for Predictability $< $ Threshold ($\beta_2$) and Repeatability $> $ Threshold ($\beta_3$).
5. Non-linear Regression.
6. Multiple Linear Regression.
   a. Test Assumptions
   b. Examine Residuals
c. Test for Predictability $< $ Threshold ($\beta_2$) and Repeatability $> $ Threshold ($\beta_3$). |
| All Quality Functions | Repeatability | Ensure metric validated with specified success rate | Ratio of Validations to Total Trials $> $ Threshold ($\beta_4$). |
### APPENDIX B

Appendix B is given in Table VIII.

**TABLE VIII**

<table>
<thead>
<tr>
<th>C</th>
<th>S</th>
<th>E</th>
<th>Project</th>
<th>C</th>
<th>S</th>
<th>E</th>
<th>Project</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>34</td>
<td>2</td>
<td>2</td>
<td>13</td>
<td>49</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>19</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>19</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>27</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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