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Abstract— Routing in multi-hop wireless networks is challenging
mainly due to unreliable wireless links/channels. Geographic op-
portunistic routing (GOR) was proposed to cope with the unreliable
transmissions by exploiting the broadcast nature of the wireless
medium and the spatial diversity of network topology. Previous
studies on GOR have focused on networks with a single channel
rate. The capability of supporting multiple channel rates, which
is common in the current wireless systems, has not been carefully
studied for GOR. In this paper, we carry out a study on the impacts
of multiple rates, as well as candidate selection, prioritization and
coordination, on the performance of GOR. We propose a new
local metric, opportunistic effective one-hop throughput (OEOT),
to characterize the trade-off between the packet advancement
and one-hop packet forwarding time. We further propose a local
rate adaptation and candidate selection algorithm to approach
the optimum of this metric. Simulation results show that the
multi-rate GOR (MGOR) incorporating the rate adaptation and
candidate selection algorithm achieves higher throughput and lower
delay than the corresponding single-rate and multi-rate traditional
geographic routing and opportunistic routing protocols.

Index Terms— Multi-hop wireless networks, opportunistic
routing, geographic routing, multi-rate, throughput

I. INTRODUCTION

M ULTI-HOP wireless networks have attracted a lot of
research interest in recent years since they can be easily

deployed at low cost without relying on the existing infrastruc-
ture. Routing in such networks is very challenging mainly due
to variable and unreliable wireless channel conditions [1].

Traditional routing schemes for multi-hop wireless networks
have followed the concept of routing in wired networks by
abstracting the wireless links as wired links, and finding the
shortest path between a source and destination. However, the
traditional shortest path approach is not ideal for wireless envi-
ronment, because fluctuations in the quality of any link along
the predetermined path can cause excessive retransmissions at
the link layer or reroutings at the network layer, thus consume
precious network resources, such as bandwidth and energy.

Recently, a new routing paradigm, known as opportunistic
routing [2]–[5], was proposed to mitigate the impact of link
quality variations by exploiting the broadcast nature of the
wireless medium and the spatial diversity of network topology.
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The general idea behind these schemes is that, for each des-
tination, a set of next-hop forwarding candidates are selected
at the network layer and one of them is chosen as the actual
relay at the MAC layer on a per-packet basis according to its
availability and reachability after the transmission. As more
forwarding candidates are involved in helping relay the packet,
the probability of at least one forwarding candidate having
correctly received the packet increases, which results in higher
forwarding reliability and lower retransmission cost. Some
variants of opportunistic routing schemes [2], [6], [7] use
nodes’ location information to define the forwarding candidate
set and prioritize candidates. In this paper, we mainly focus
on this kind of opportunistic routing by assuming that nodes’
location information are available.

Two important issues in opportunistic routing are candidate
selection and relay priority assignment. The existing works
on opportunistic routing typically address these issues in
the network with a single channel rate. However, one of
the current trends in wireless communication is to enable
devices to operate on multiple transmission rates. For example,
many existing wireless networking standards such as IEEE
802.11a/b/g include this multi-rate capability. Such multi-rate
capability has shown its impact on the path throughput in
multi-hop wireless networks [8]–[11]. There is an inherent
trade-off between transmission rate and effective transmission
range. That is, low-rate communication usually covers a long
transmission range, while high-rate communication must occur
at short range. This rate-distance trade-off would also have an
impact on the throughput performance of opportunistic routing
because different rates imply different transmission ranges,
which result in different one-hop neighbor sets, thus lead to
different level of exploitable spatial diversity.

In this paper, we carry out a comprehensive study on multi-
rate, candidate selection, prioritization, and coordination and
examine their impacts on the performance of GOR. Based on
our analysis, we propose a new local metric, theopportunistic
effective one-hop throughput (OEOT), to characterize the
trade-off between the packet advancement and one-hop packet
forwarding time under different data rates. We further propose
a rate adaptation and candidate selection algorithm to approach
the local optimum of this metric. Simulation results show that
the multi-rate GOR (MGOR) incorporating the rate adaptation
and candidate selection algorithm achieves higher throughput
and lower delay than the corresponding single-rate and multi-
rate traditional geographic routing and opportunistic routing
protocols.

The rest of this paper is organized as follows. Section II
introduces the system model. We discuss the impacts of multi-
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Fig. 1. NodeS is forwarding a packet to a remote destinationD with
transmission rateRj .

rate capability, forwarding strategy and candidate coordination
on the performance of opportunistic routing in Section III.
The local metric is introduced in Section IV. We propose
the heuristic algorithm in Section V. Simulation results are
presented and analyzed in Section VI. Section VII discusses
the related work, and conclusions are drawn in Section VIII.

II. SYSTEM MODEL

In this paper, we consider the local MGOR scenario as
the example in Figure 1. Assume nodeS, i.e., the sender,
is forwarding a packet to a remote destinationD. S can
transmit the packet atk different ratesR1, R2, ..., Rk. Each
rate corresponds to acommunication range, within which
the nodes can receive the packet sent byS with some non-
negligible probability which is larger than a threshold, e.g.,
0.1. Theavailable next-hop node setCj (1 ≤ j ≤ k) of
nodeS under a particular transmission rateRj is defined as
all the nodes in the communication range ofS that are closer
to D thanS. We denote the nodes inCj as sj1 , sj2 , ..., sjNj

,
whereNj = |Cj |. Similar to geographic routing [12]–[14], we
assumeS is aware of the location information of itself, its
one-hop neighbors and the destinationD. Define thepacket
advancementas ajm

1 ≤ m ≤ Nj in equation (1), which
is the Euclidian distance between the sender and destination
(d(S,D)) minus the Euclidian distance between the neighbor
sjm

and destination (d(sjm
,D)).

ajm
= d(S,D)− d(sjm

,D) (1)

Then at each rateRj , each node inCj is associated with one
pair, (ajm

, pjm
), wherepjm

is the data packet reception ratio
(PRR) from nodeS to sjm

. Note that for different data rates,
the PRR from nodeS to the same neighbor may be different.
Let Fj denote theforwarding candidate set of node S at
rateRj , which contains the nodes that participate in the local
opportunistic forwarding. Note that, hereFj is a subset ofCj ,
while in the existing pure opportunistic routing schemes [2],
[4], Fj = Cj .

The multi-rate GOR (MGOR) procedure is as follows: node
S decides a transmission rateRj , and selectsFj based on
its knowledge ofCj (ajm

’s and pjm
’s); then broadcasts the

data packet to the forwarding candidates inFj at rate Rj

after detecting the channel is idle for a while. Candidates
in Fj follow a specific priority to relay the packet, that is,
a forwarding candidate will only relay the packet if it has
received the packet correctly and all the nodes with higher
priorities failed to do so. The actual forwarder will becomea

new sender and suppress all the other potential forwarders in
Fj . When no forwarding candidate has successfully received
the packet, the sender will retransmit the packet if retrans-
mission is enabled. The sender will drop the packet when the
retransmissions reach the limit. This procedure iterates until
the packet arrives at the destination.

In this paper, we use a contention-based MAC protocol
like 802.11, and apply a compressed slotted acknowledgement
mechanism similar to that in [15] to coordinate the relay
priority among the candidates, which is described as follows.
After sensing the channel has been idle for a DIFS (distributed
inter-frame space), the sender broadcasts the data packet at the
selected rate. In the header of the packet, the intended MAC
addresses of the forwarding candidates and the corresponding
relay priorities are identified. If the first-priority candidate
receives the packet correctly, it broadcasts an ACK with a
delay of SIFS (short inter-frame space) after the successful
data reception. The ACK is used for informing the sender
of the data packet reception as well as suppressing lower-
priority candidates from forwarding duplicated copies. Ifthe
first-priority candidate does not receive the packet, it just
remains silent. For the second-priority candidate, it setsa
waiting period of 2TSIFS − Trx/tx after it received the
data packet correctly, whereTSIFS and Trx/tx is the time
duration of SIFS and radio receive/transmit status turnaround
delay, respectively. If within the waiting period, it detects
a transmission emerged (e.g. a significant signal strength
increase) in the channel, the ACK packet is considered as
sent. Then it just drops the received packet. On the other hand,
if no transmission emergence is detected, the second-priority
candidate concludes that the highest prioritized candidate did
miss the data packet. So the second-priority candidate willturn
around its radio from receiving status to transmitting status,
and send out the ACK with2TSIFS delay after it received
the packet. Generally, theith-priority (i > 1) candidate
which receives the data packet will set a waiting period as
i×TSIFS−Trx/tx after the data packet reception. If it detects
a transmission emerged in this period, it will suppress itself
from forwarding the packet; otherwise, it will send out an
ACK at i×TSIFS to claim its reception. In Section III-D, we
will further elaborate on the impact of reliability of this ACK
technique on the performance of OR.

III. I MPACT OF TRANSMISSIONRATE AND FORWARDING

STRATEGY ON OR PERFORMANCE

In this section, we discuss the factors that affect the one-hop
performance in terms of throughput and delay of OR. These
factors include rate and forwarding strategy, which further
includes candidate selection, prioritization and coordination

The impacts of transmission rate on the performance of
opportunistic routing are twofold. On the one hand, different
rates achieve different transmission ranges, which lead to
different neighborhood diversity. Explicitly, high-ratecauses
short transmission range, then in one hop, there are few
neighbors around the sender, which presents low neighborhood
diversity. Low-rate is likely to have long transmission range,
therefore achieves high neighborhood diversity. So from the
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diversity point of view, low rate may be better. On the other
hand, although low rate brings the benefit of larger one-hop
distance which results in higher neighborhood diversity and
fewer hop counts to reach the destination, it is still possible to
achieve a low effective end-to-end throughput or high delay
since it needs more time to transmit a packet at lower rate. So
it is nontrivial to decide which rate is indeed better.

Besides the inherent rate-distance, rate-diversity and rate-
hop trade-offs which affect the performance of opportunistic
routing, the forwarding strategy will also have an impact onthe
performance. That is, for a given transmission rate, different
candidate forwarding sets, relay priority assignments, and
candidate coordinations will all affect the OR performance.

In the following subsections, we will examine the impact
of transmission rate and forwarding strategy on the one-hop
performance of opportunistic routing, which leads us to the
design of efficient local rate adaptation and candidate selection
scheme. First we will analyze the one-hop packet forwarding
time introduced by opportunistic routing.

A. One-hop Packet Forwarding Time of Opportunistic Routing

We define the one-hop packet forwarding time cost by the
ith candidate as the period from the time when the sender
is going to transmit the packet to the time when theith

candidate becomes the actual forwarder. Although the one-hop
packet forwarding time varies for different MAC protocols,
for any protocol, it can be divided into two parts. One part
is introduced from the sender and the other part is introduced
from the candidate coordination, which are defined as follows:

• Ts: the sender delay which can be further divided into
three parts: channel contention delay (Tc), data transmis-
sion time (Td) and propagation delay (Tp):

Ts = Tc + Td + Tp (2)

For a contention-based MAC protocol (like 802.11),Tc

is the time needed for the sender to acquire the channel
before it transmits the data packet, which includes the
back-off time and Distributed Interframe Space (DIFS).
Td is equal to protocol header transmission time (Th) plus
data payload transmission time (Tpl), which is

Td = Th + Tpl (3)

whereTh is determined by physical layer preamble and
MAC header transmitting time, andTpl is decided by the
data payload lengthLpl and the data transmission rate.
The payload may be transmitted at different rates.
Tp is the time for the signal propagating from the sender
to the candidates, which can be ignored when electro-
magnetic wave is transmitted in the air.

• Tf (i): the ith forwarding candidate coordination delay
which is the time needed for theith candidate to acknowl-
edge the sender and suppress other potential forwarders.
Note that Tf (i) is an increasing function ofi, since
the lower-priority forwarding candidates always need to
wait and confirm that no higher-priority candidates have
relayed the packet before it takes its turn to relay the
packet. For the protocol we introduced in Section II,
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Fig. 2. Different transmission rates result in different next-hop neighbor sets

Tf (i) = i × TSIFS + TACK , whereTACK is the ACK
transmission time.

Thus, the total medium time needed for a packet forwarding
from the sender to theith forwarding candidate is

ti = Ts + Tf (i) (4)

B. Impact of Transmission Rate

We examine the impact of transmission rate on the one-hop
throughput of OR by using two examples. In one example,
transmission at higher rate is better; while in the other ex-
ample, lower rate achieves higher throughput. The one-hop
throughput is defined as bit-meters successfully deliveredper
second with unit bmps. The one-hop delay per bit-meter is the
inverse of the throughput. So higher throughput implies lower
delay in this context.

Assume the data payloadLpl = 1000 bytes, TSIFS =
10µs, TACK = 192µs, Th = 200µs, and the sender delay
only includes the data transmission time (Td). According to
Equations (2), (3), (4) and the MAC protocol we discussed in
Section II,ti = 8000

Rj
+10i+392µs. In Figure 2, assume at each

rate, the neighbor closer to the destination is assigned higher
relay priority. SupposeS sends outN packets. Then when
Rj = 11Mbps, there areLpl(300 ·0.7N +200 ·0.95 ·0.3N) =
2.136N megabit-meters are delivered, and the corresponding
total packet forwarding time is(t1 · 0.7N + t2 · 0.3N) =
1132.27Nµs. So the one-hop throughput is1.886G bmps.
Similarly, the one-hop throughput at 5.5Mbps is1.651G bmps,
which is smaller than the throughput at 11Mbps. That is,
in this example, although lower rate introduces more spatial
diversity (more neighbors), this benefit does not make up
the cost on the longer medium time. Now let’s assume the
neighbors3 is removed from Figure 2 for each rate. Then
the one-hop throughput is1.60G bmps and1.49G bmps at
5.5Mbps and 11Mbps, respectively. So transmitting at lower
rate is better than higher rate in this case, because the extra
spatial diversity brought by lower rate does help to improvethe
packet advancement but only introduce moderate extra packet
forwarding time.

C. Impact of Forwarding Strategy

We have seen that multi-rate capability has an impact on
throughput and delay. Other than this factor, for any given
rate, different candidate prioritization also results in different
throughput and delay in opportunistic routing. Still use the
example in Figure 2 at rate 5.5Mbps. If we assigns2 the
highest priority, thens1, thens3. The one-hop throughput is
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1.306G bmps, which is lower than that achieved by assigning
higher priority to the candidate closer to the destination.
Actually, it has been proved in [6] that giving candidates closer
to the destination higher priorities achieves maximum expected
packet advancement (EPA).

D. Impact of Candidate Coordination

The coordination delay is another key factor affecting the
packet forwarding time and one-hop throughput. When this
delay is much larger than the sender delay, then it would be
better to retransmit the packet instead of waiting for other
forwarding candidates to relay the packet in order to save the
packet forwarding time. While when this delay is negligible,
we should involve all the available next-hop neighbors into
opportunistic forwarding, because any extra candidates would
help to improve the relay reliability but without introducing
any extra delay. We should also give candidates closer to the
destination higher relay priorities, since larger-advancement
candidates should always try first in order to maximize the
EPA. If they failed to relay the packet, the lower-priority
candidates could instantaneously relay the correctly received
packet without having to wait. Therefore, the coordination
delay has a great impact on throughput. Since we use the
compressed slotted acknowledgement, which introduces small
coordination delay among candidates, it would be better to
give candidates closer to the destination higher relay priorities.

In the compressed slotted acknowledgement mechanism,
ACK plays two roles: one is to acknowledge the sender of
data reception, the other is to suppress other candidates from
forwarding duplicated packets. We discuss the reliabilityof
this mechanism according to these two ACK roles. Firstly,
following the collision avoidance rule, each node should sense
the channel to be clear for at least DIFS before transmission.
Since theith-priority candidate broadcasts the ACK with a
short delay (i × TSIFS , which is usually shorter than DIFS
in our scheme) after successful packet reception, the ACK
is unlikely to collide with other transmissions at the sender
side. The empirical results in [16] also confirm that ACK can
be received by the sender with high probability. Furthermore,
since the ACK is transmitted at the basic rate (1Mbps), the
ACK link from the candidate to the sender should be more
reliable than the data link from the sender to the candidate.
So when the candidate correctly receives the data packet from
the sender, the ACK can usually be correctly received by the
sender with high probability. Secondly, since all the forwarding
candidates are in the data transmission range of the sender,
the longest possible distance between any two candidates are
twice of the data transmission range. Typically, carrier sensing
range is around double of the data transmission range. So
any two forwarding candidates will be in the carrier sensing
range of each other. Then lower prioritized candidates should
be able to detect a transmission emerged in the channel if
a higher prioritized candidate does send out an ACK. False
positive could happen when a lower-priority candidate senses
a transmission emergence but it is from other transmission
source. In this case, lower-priority candidate would drop its
received packet. If all the lower-priority candidates who have

received the packet correctly believe there is a higher-priority
candidate that has received the packet but actually there isnot,
no ACK would be sent back to the sender, then the sender
would retransmit the packet. However, the probability of
other transmissions emerging in the short coordination period
(multiple SIFS) and suppressing all the potential forwarding
candidates should be relatively low.

IV. OPPORTUNISTICEFFECTIVE ONE-HOP THROUGHPUT

(OEOT)

According to the analysis above, for a given next-hop
neighbor setCj , we now introduce the local metric,Oppor-
tunistic Effective One-hop Throughput (OEOT) (in Eq. (5)), to
characterize the local behavior of GOR in terms of bit-meter
advancement per second.

OEOT (Fj) = Lpl ·
∑

r
i=1

aji
pji

·
∏ i−1

w=0
pjw

trPFj
+

∑
r
i=1

tipji
·
∏ i−1

w=0
pjw

(5)

whereFj = 〈sj1 , ..., sjr
〉, which is an ordered subset ofCj

with priority sj1 > ... > sjr
; r = |Fj |; pj0 := 0; pjw

=
1− pjw

; and
PFj

=
∏r

i=1
(1− pji

) (6)

which is the probability of none of the forwarding candidates
in Fj successfully receiving the packet in one physical trans-
mission from the sender.

The physical meaning of the OEOT defined in Eq. (5) is
the expected bit advancement per second for a local GOR
procedure when the sender S transmits the packet at rateRj .
OEOT integrates the factors of packet advancement, relay re-
liability, and one-hop packet forwarding time. Now for multi-
rate GOR, our goal is to select anRj and the corresponding
Fj to locally maximize this metric. The intuitions to locally
maximize the OEOT are as follows: 1) as the end-to-end
achievable throughput is smaller than per-hop throughput on
each link, to maximize the local OEOT is likely to increase
the path throughput; 2) the path delay is the summation of per-
hop delay, which is actually relative to the delay introduced
by transmitting the packet and coordinating the candidates. As
the per-hop delay factors (Ts andTf (i)) are integrated in the
denominators of OEOT, to maximize OEOT is also implicitly
to decrease per-hop delay, which may further decrease the
path delay. 3) as the transmission reliability ofFj is also
implicitly embedded in OEOT, maximizing OEOT also tends
to improve the reliability. Reliability is a key factor affecting
throughout and delay for the following reason. If a packet
is transmitted on a low reliable link, several retransmissions
are needed to make a successful packet forwarding at one
hop. These retransmissions not only harm the throughput and
delay performance of the flow which the packet belongs to,
but also introduce huge medium contentions to other flows,
thus further decrease the whole system performance. However,
maximizing the one-hop reliability does not necessarily lead
to better end-to-end throughput. Because reliable links likely
have short hop distance, this short hop distance may result
in taking many hops to deliver a packet from the source to
the destination, which may also introduce large delay or more
medium contention to other flows. Our OEOT metric jointly
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takes into account the hop advancement, reliability and packet
forwarding time.

V. HEURISTIC CANDIDATE SELECTION ALGORITHM

A straightforward way to get the optimalRj and Fj to
maximize the OEOT is to try all the ordered subset ofCj for
eachRj , which runs inO(keN !) time, wherek is the number
of different rates,e is the base of natural logarithm, andN
is the largest number of neighbors at all rates. It is, however,
not feasible whenN is large. In this section, we propose a
heuristic algorithm to get a solution approaching the optimum.

As there are a finite number of transmission rates, a natural
approach is to decompose the optimization problem into two
parts. First, we find the optimal solution for eachRj ; then,
we pick the maximum one among them. So we only need
to discuss how to find the solution approaching the optimum
for a given rate,Rj , and the corresponding available next-hop
neighbor set,Cj . The following Lemma guides us to design
the heuristic algorithm.

Lemma 5.1: For givenRj andCj , defineFr
j as one feasible

candidate set that achieves the maximum OEOT by selecting
r nodes, then∀ r (1 ≤ r ≤ |Cj |), ∃ Fr

j , s.t.F1
j ⊆ F

r
j .

Proof: We prove this Lemma by contradiction. Assume
∀ r (1 ≤ r ≤ |Cj |), we could find a feasibleFr

j , s.t.F1
j 6⊆

Fr
j . Then from thatFr

j , we can obtain a new ordered set by
substituting the lowest-priority candidate inFr

j as the node in
F1

j . According to Eq. (5) and the fact thatF1
j achieves the

maximum OEOT by selecting 1 node, we can derive that the
OEOT of the new set is larger than that of theFr

j . It is a
contradiction, so the assumption is false, then the Lemma is
true.

Lemma 5.1 basically indicates that for givenRj and Cj ,
the candidate achieving the maximum OEOT by selecting 1
node fromCj is contained in the candidate set achieving the
maximum OEOT by selecting more number of nodes fromCj .

Actually, the numerator of OEOT is the EPA defined in [6].
The EPA has three nice properties: priority rule, containing
property and concavity. We present these properties as follows
without proof. Please refer to [6] for detailed proof. These
properties also help us design the rate and candidate selection
algorithm.

Property 5.2: Relay Priority Rule: Given a forwarding
candidate setF , the maximum EPA can only be achieved
by giving candidates closer to the destination higher relay
priorities.

The Relay Priority Rule guides us to prioritize forwarding
candidates by only examining their advancement to the des-
tination. Next, we present the relationship among the optimal
forwarding candidate sets (in the sense of maximizing EPA)
with different number of candidates selected from a given
candidate setC.

Property 5.3: Candidate Set Containing Property: Given
an available forwarding candidate setC (N = |C|), let F∗

r be
a feasible ordered candidate set that achieves the maximum
EPA by selectingr candidates fromC, ∀ F∗

r−1, ∃ F∗
r , s.t.

F∗

r−1 ⊂ F
∗

r ∀ 1 ≤ r ≤ N (7)

Property 5.3 indicates that anr − 1-candidate set that
achieves the maximum EPA is a subset of at least one of
the feasibler-candidate sets that achieve the maximum EPA.
The reliability in one opportunistic forwarding is shown in
Eq. (8), the property also implies that the increasing of
the maximum EPA is consistent with the increasing of the
forwarding reliability.

PFj
= 1−

r∏

i=1

(1− pji
) (8)

We also have the following concave property of the maxi-
mum EPA.

Property 5.4: Maximum EPA Concavity: The maximum
EPA is an increasing and concave function of the number of
forwarding candidates.

This property indicates that involving more forwarding
candidates will increase EPA, but the gained EPA becomes
marginal when we keep doing so. It has shown in [6] that the
maximum EPA nearly does not increase when the number of
forwarding candidates is larger than 4. Furthermore, involving
more forwarding candidates may increase the probability of
false positive, that is, lower-priority candidates are more likely
to be falsely suppressed by other transmissions in the network.
So in our algorithm design, we set a maximum allowable
forwarding candidate number,rmax.

Now we examine the denominator of the OEOT in Eq. (5).
For the compressed slotted ACK mechanism, the denominator
can be further simplified asTs(j) + TACK + TSIFS(

∑r
i=1

i ·
pji

∏i−1

w=0
pjw

+r ·PFj
), whereTs(j) is the delay at the sender

side when the data packet is transmitted at rateRj . The third
part of this summation is the expected time introduced by
candidate coordination, which is upper bounded byr ·TSIFS .
Since TSIFS ≪ Ts(j) + TACK and r is a small number,
the denominator can be seen as a constant at a fixed rate
Rj . So maximizing the OEOT is equivalent to maximizing
its numerator, EPA.

Therefore, according to Properties 5.2, 5.3, 5.4 and the
analysis above, we propose a heuristic greedy algorithm which
finds the transmission rate and the corresponding forwarding
candidates approaching the maximum OEOT. This heuristic
algorithm FindMOEOT is described in Algorithm 1, where
the input is the multi-ratesRj ’s, the correspondingCj ’s and
the maximum allowable forwarding candidate numberrmax,
and the output is the selected rateR∗ and forwarding candidate
setF∗. For each rateRj , this algorithm first finds the setFm

with one candidate that maximizes the OEOT, then it augments
the currentFm by one more candidate in each iteration (line
6). Whenever adding a new candidate, it calculates theOEOT

(line 7), then updates theFm when finding a new set achieving
higher OEOT than the existing one. Note that, according to
Lemma 5.1, when the final returned set contains no more than
2 nodes, it is indeed the global optimum. Otherwise, it is an
approximate optimal solution. An interesting finding is that
this algorithm almost surely returns the global optimal solution
even when the returned set contains more than 2 candidates.
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Algorithm 1 FindMOEOT(Cj ’s, Rj ’s, rmax)

1: R∗ ← 0; F∗ ← ∅; OEOT ∗ ← 0;
2: for eachCj do
3: Fm ← ∅; OEOTm ← 0; A ← Cj −Fm;
4: while (A 6= ∅ && |Fm| < rmax ) do
5: for each nodesn ∈ A do
6: Ft ← Insert sn into Fm according to Relay

Priority Rule;
7: Get OEOT on Ft according to Eq. (5);
8: if (OEOT > OEOTm) then
9: OEOTm ← OEOT ; Fm ← Ft

10: end if
11: end for
12: A ← Cj −Fm;
13: end while
14: if (OEOTm > OEOT ∗) then
15: R∗ ← Rj ; F∗ ← Fm; EOT ∗ ← EOTm;
16: end if
17: end for
18: return (R∗, F∗);

VI. PERFORMANCEEVALUATION

In this section, we evaluate the performance of MGOR
by simulation, and compare the performance of MGOR
with multi-rate geographic routing (MGR), single-rate geo-
graphic routing (GR), and single-rate opportunistic routing.
Our MGOR degenerates into MGR, when we choose only
one forwarding candidate, and further degenerates into GR,
when we also fix the transmission rate. For all the OR proto-
cols, candidates closer to the destination are assigned higher
relay priorities. The performance metrics we evaluate include:
throughput, delay and hop count. In order to get insight
into our rate and candidate selection algorithm, for MGOR,
we show the number of packets transmitted at each rate in
the whole network, and the average number of forwarding
candidates used at each node on each data rate.

A. Multi-rate Link Quality Measurement

To make multi-rate protocols work, we need to estimate the
link quality (PRR) at different data rates. We extend the single-
rate link quality measurement mechanism in [17] to multi-
rate one. In the multi-rate protocols, each node maintainsk

neighbor tables corresponding to thek data rates. Thejth table
stores the bidirectional PRR information about its neighbors at
rateRj . For everyτ second, each node broadcastsk “Hello”
messages with each transmitted at a different data rate, e.g.
11Mbps, 5.5Mbps, and 2Mbps. Whenever a noden receives
a “Hello” message sent from a nodem at rateRj , it will
include nodem into the corresponding neighbor table. Two
events drive the updating ofPRRmn at Rj on noden: one
is the periodical updating event set by noden, for example,
every tu seconds noden will update PRRmn. The other is
the event that noden receives a “Hello” packet sent from
m at rateRj . The Exponentially Weighted Moving Average
(EWMA) method is used to update PRR information. Please

TABLE I

SIMULATION PARAMETERS

Simulation Parameter Value
Nodes Number 50
Transmission Power 15dbm
Data Transmission Rates 11Mbps, 5.5Mbps, 2Mbps
ACK Transmission Rate 1Mbps
Retry limit 5
Carrier Sensing Threshold -100dbm
11Mbps Receiving Threshold -83dbm
5.5Mbps Receiving Threshold -87dbm
2Mbps Receiving Threshold -91dbm
1Mbps Receiving Threshold -94dbm
Pathloss Model Two-ray
Fading Model Ricean withK = 4

Hello Packet Interval 1s

Data rate (Mbps)
Terrain side length

1500 1800 2100 2400

2 19.7 14.4 11.3 8.8
5.5 16.3 11.9 8.8 6.8
11 11.1 7.9 5.8 4.3

TABLE II

AVERAGE NUMBER OF NEIGHBORS PER NODE AT EACH RATE UNDER

DIFFERENT NETWORK DENSITIES

refer to [17] for the detail about how each node updates the
link quality at a particular data rate.

B. Simulation Setup

We implement the multi-rate link quality measurement
mechanism and MGOR protocol with compressed slotted
ACK in GlomoSim. The FindMOEOT algorithm proposed in
Section V is used to select transmission rate and forward-
ing candidates for MGOR. This algorithm is also used to
select forwarding candidates for single-rate GOR by fixing
the transmission rate. According to the analysis in Section
V and considering the candidate coordination overhead, the
maximum allowable forwarding candidate number (rmax) is
set as 3. Other than the candidate coordination scheme, our
OR protocol follows the same CSMA/CA medium access
mechanism as that in 802.11b. The simulated network has 50
stationary nodes randomly uniformly distributed in ad×d m2

square region. When the SNR is larger than a defined threshold
and the signal receiving power is above the corresponding
threshold, the packet is received without error. Otherwisethe
packet is dropped. Table I lists the related simulation param-
eters. According to the findings in [16] and the discussion in
Section III-D, we assume the candidate coordination can be
ensured by the compressed slotted ACK mechanism.

We examine the impact of node density on the performance
by setting d = 1500, 1800, 2100, 2400. The corresponding
network density in terms of average number of neighbors per
node at each rate is summarized in Table II. We randomly
choose 25 communication pairs in the network. The sources
are CBR (constant bit rate). We examine two different packet
sizes. All the results shown in Sections VI-C.1 to VI-C.4 are
under 512-byte packet size, and Section VI-C.5 discusses the
performance with packet size of 1024 bytes. We examine two
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Fig. 3. Performance of MGOR, single-rate GOR, MGR, and single-rate GR
under different network densities with CBR interval at 60ms

traffic demands with CBR interval at 60ms (milliseconds) and
75ms. UDP (User Datagram Protocol) is used as the transport
layer protocol. Each communication session continues for 40
seconds. All the simulation results are averaged over 25 flows
under 5 simulation runs with different seeds.

C. Simulation Results and Analysis

1) Throughput and Delay: The throughput is measured
as the average throughput per flow in the communication
period. We first set the CBR packet interval as 60ms in order
to push the traffic demand approaching to the capacity of
MGOR. Figure 3(a) shows the throughput of MGOR, single-
rate GOR, MGR, and single-rate GR. We can see that MGOR
achieves the highest throughput among all the protocols and
yields up to 20% higher throughput than MGR (when the
terrain side length is 2400m). Generally, opportunistic routing
protocols achieve higher throughput than the corresponding
traditional routing protocols at each rate. The spatial diversity
gain introduced by involving multiple forwarding candidates
in opportunistic routing does increase the probability of a
successful transmission at each hop, which reduces the re-
transmission overhead. The reduction of retransmission can
alleviate the medium contention and allow more packets to
get through in the network, and result in higher throughput.
We would like to point out that due to the randomness of
the network topology and limited transmission range, the
packet lost in 11Mbps GOR and GR is partially due to the
communication void where a forwarding node cannot find any
neighbor which is geographically closer to the destination.
Solving communication void problem in geographic routing is
out of the scope of this paper. However, we note that lowering
the transmission rate (from 11Mbps to 5.5Mbps) increases
the transmission range and improves the network connectivity,
which in turn alleviates the void problem. This can be seem
as a side effect or advantage of multi-rate geographic routing
protocols over single rate ones. That is, by using our local
candidate selection and rate adaptation schemes, the multi-rate
protocols take advantage of higher transmission rate (11Mbps)
whenever there is sufficient spacial diversity or node density,
but switch to lower rate to improve spatial diversity and
connectivity in sparser area.

The delay performance of these protocols with CBR interval
at 60ms is shown in Figure 3(b). We can see that all the

opportunistic routing protocols achieve much lower delay
than the corresponding traditional ones. Generally, MGOR
achieves the lowest delay among all the protocols. When
the network density is high, 11Mbps GOR achieves almost
the same delay (0.01s and 0.015s with terrain side length
being 1500m and 1800m, respectively) as MGOR. When the
network becomes sparser, MGOR outperforms 11Mbps GOR.
In the saturated network, the end-to-end delay consists of
per hop queuing delay, data transmission and retransmission
delay, and medium access delay. Opportunistic routing makes
use of multiple forwarding candidates to relay packets, thus
improves per transmission reliability. This enhancement of
reliability reduces retransmission delay, which in turn reduces
the queuing and medium access delay, thus reduces end-to-end
delay.

In order to conduct a “fairer” comparison between MGOR
and GOR at 11Mbps and separate the impact of the trans-
mission reliability on the end-to-end delay from other factors
(such as excessive medium contention and long queuing
delay due to high traffic demand, and communication voids),
we run another simulation with lower traffic demand where
the CBR interval is set as 75ms and only count the cases
without communication voids. This traffic demand is below
the capacity of MGOR and GOR at 11Mbps and 5.5Mbps,
so they achieve nearly the same throughput as shown in
Figure 4(a). Figure 4(b) shows the delay performance of these
three protocols. We can see that MGOR achieves lower delay
than the other two protocols, especially when the network
becomes sparser. MGOR can tune its transmission rate at each
hop according to different network conditions to maximize
OEOT. When the number of neighbors at 11Mbps is small,
MGOR transmits packets at 5.5Mbps in order to involve
more forwarding candidates to harvest the opportunistic gain
(e.g. achieve higher transmission advancement and reliability).
When transmitting at 11Mbps already introduces sufficient
spatial diversity, MGOR chooses to transmit at higher rate
(11Mbps). We will show the proportion of packets transmitted
at each rate in MGOR later.

We also find that although MGR can support at least 96%
of this lower traffic demand, it still presents one or two orders
of longer delay than MGOR. The difference of transmission
reliability is the essential reason of this observation. That is,
MGR has only one predefined forwarding candidate, so it
usually needs more than one transmission to deliver a packet
at each hop. While MGOR usually needs only one transmis-
sion since it introduces multiple forwarding candidates and
improves transmission reliability.

Since the relative performance of hop count, average num-
ber of forwarding candidates and proportion of packets trans-
mitted at each rate of each protocol is similar under these
two traffic demands, we only show the simulation results with
CBR interval at 75ms in the following discussions.

2) Hop count: From Figure 4(c), we can see that GOR
has larger hop count than GR at each single rate. Although
GOR allows packets to be forwarded on long-distance links,
some forwarding candidates with smaller advancement may
also be chosen as the actual forwarder, which results in larger
hop count. The hop count of MGOR is nearly the same as
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Fig. 4. Performance of MGOR, single-rate GOR, MGR, and single-rate GR under different network densities with CBR interval at 75ms
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Fig. 5. Performance of MGOR under different network densities with CBR interval at 75ms

MGR, and is between those of GOR at 11Mbps and 5.5Mbps,
but closer to that at 5.5Mbps. The rate-distance trade-off is
explicitly shown in the figure for both GR and GOR, that is,
the hop count of lower rate is smaller than that of higher rate,
since lower rates results in longer transmission ranges.

3) Average number of forwarding candidates: Figure 5(a)
shows the average number of forwarding candidates at each
rate for MGOR. We can see that the number of forwarding
candidates at each rate decreases when the network density is
decreased. Furthermore, transmission at lower rate (5.5Mbps)
results in more forwarding candidates than at higher rate
(11Mbps). In our MGOR, we do not choose 2Mbps trans-
mission rate, since the traffic demand is already larger than
the capacity that 2Mbps can provide.

4) Proportion of packets transmitted at each rate per node:
Figure 5(b) shows the proportion of packets transmitted at each
rate per node. We can observe that when the network becomes
sparser, more packets are selected to be transmitted at 5.5Mbps
in our MGOR protocol than when the network is dense. Lower
transmission rate results in longer transmission range, which
leads to more number of neighbors (shown in Figure 5(a))
and increases spatial diversity. The increased diversity gain
does improve the probability of a successful transmission,
which reduces the retransmission overhead, then improves the
throughput (shown in Figure 3(a)) and decreases the delay
(shown in Figure 4(b)).

5) Impact of packet size: We also evaluated the impact of
packet size on the selection of transmission rate. By comparing
Figure 5(c) with Figure 5(b), we notice that when the packet
size is larger (such as 1500 bytes in contrast to 512 bytes),
more packets are transmitted at higher data rate (i.e. 11Mbps).
Because when the packet payload size is increased, the time

of protocol overhead (such as packet header, preamble and
ACK transmission time) becomes relatively smaller compared
to the payload transmission time. So higher transmission rate
will be more favorable when packet size becomes larger.

VII. R ELATED WORK

Geographic routing has been widely suggested as an ef-
ficient routing paradigm in multi-hop wireless networks. A
key advantage of geographic routing is that the nodes are
not required to maintain extensive routing tables, and can
make simple routing decisions based on the local geographic
position of its neighboring nodes. More recent works [13],
[14] on geographic routing focus on designing local metric
in lossy channel situations. Unfortunately, these metricsonly
apply to geographic routing which involves a single forwarding
candidate and can not be directly used for GOR. The OEOT
metric we introduced can be applied to both opportunistic
routing with multiple forwarding candidates and geographic
routing with only one forwarding candidate.

Opportunistic routing exploits the spatial diversity of the
wireless ad hoc networks by involving a set of forwarding can-
didates instead of only one in traditional routing. It improves
the reliability and efficiency of packet relay. Some variants
of opportunistic routing [2], [3], [5], [18] use the location
information to define the candidate set and relay priority.
Our work belongs to this kind of variants, but provides more
insightful understanding of the trade-off among the packet
advancement, coordination time cost and reliability associated
with the node collaboration under a multi-rate scenario. We
explore the rate-distance-diversity impact on the throughput
and delay of opportunistic routing which has not been well
studied in the above works.
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Several papers [8]–[11] in the literature have already started
to design routing metrics in a multi-rate wireless ad hoc
network. However, these metrics are proposed for routing
along a fixed path following the concept of traditional rout-
ing. Recently, theoretical study [19] has shown that without
considering protocol overhead and with collision-free trans-
mission scheduling, multi-rate OR can achieve higher end-
to-end throughput bound than any single-rate OR. [7] also
shows the advantage of multi-rate OR over single-rate OR with
a collision-free MAC by using a slotted ACK coordination
scheme. In this paper, we study the multi-rate OR with a
contention-based MAC similar to 802.11 by using the com-
pressed slotted ACK coordination mechanism.

VIII. C ONCLUSION

In this paper, we studied multi-rate geographic opportunistic
routing (MGOR), and examined the factors that affect its
performance, which include multi-rate capability, candidate se-
lection, prioritization, and coordination. Based on our analysis,
we proposed the local metric, theopportunistic effective one-
hop throughput (OEOT), to characterize the trade-off between
the packet advancement and medium time cost under different
data rates. We further proposed a rate and candidate selection
algorithm to approach the local optimum of this metric. We
presented a multi-rate link quality measurement mechanism
to provide the link packet reception ratio information for
the network layer to assist routing decision. We compared
the performance of MGOR with single-rate GOR, single-
rate GR and multi-rate GR. Simulation results show that
the MGOR incorporating the rate adaptation and candidate
selection algorithm achieves the highest throughput and lowest
delay among all the protocols.
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