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Abstract— Routing in multi-hop wireless networks is challenging
mainly due to unreliable wireless links/channels. Geographic op-
portunistic routing (GOR) was proposed to cope with the unreliable
transmissions by exploiting the broadcast nature of the wireless
medium and the spatial diversity of network topology. Previous
studies on GOR have focused on networks with a single channel
rate. The capability of supporting multiple channel rates, which
is common in the current wireless systems, has not been carefully
studied for GOR. In this paper, we carry out a study on the impacts
of multiple rates, as well as candidate selection, prioritization and
coordination, on the performance of GOR. We propose a new
local metric, opportunistic effective one-hop throughput (OEQT),
to characterize the trade-off between the packet advancement
and one-hop packet forwarding time. We further propose a local
rate adaptation and candidate selection algorithm to approach
the optimum of this metric. Simulation results show that the
multi-rate GOR (MGOR) incorporating the rate adaptation and
candidate selection algorithm achieves higher throughput and lower
delay than the corresponding single-rate and multi-rate traditional
geographic routing and opportunistic routing protocols.

Index Terms— Multi-hop wireless networks, opportunistic
routing, geographic routing, multi-rate, throughput

. INTRODUCTION

The general idea behind these schemes is that, for each des-
tination, a set of next-hop forwarding candidates are setiec

at the network layer and one of them is chosen as the actual
relay at the MAC layer on a per-packet basis according to its
availability and reachability after the transmission. Asrm
forwarding candidates are involved in helping relay thekpac

the probability of at least one forwarding candidate having
correctly received the packet increases, which resultggimehn
forwarding reliability and lower retransmission cost. Som
variants of opportunistic routing schemes [2], [6], [7] use
nodes’ location information to define the forwarding caradiéd

set and prioritize candidates. In this paper, we mainly $ocu
on this kind of opportunistic routing by assuming that nodes
location information are available.

Two important issues in opportunistic routing are candidat
selection and relay priority assignment. The existing 8ork
on opportunistic routing typically address these issues in
the network with a single channel rate. However, one of
the current trends in wireless communication is to enable
devices to operate on multiple transmission rates. For pi&gam
many existing wireless networking standards such as IEEE
802.11a/b/g include this multi-rate capability. Such riatdte

ULTI-HOP wireless networks have attracted a lot ofapability has shown its impact on the path throughput in
research interest in recent years since they can be ea8iylti-hop wireless networks [8]-[11]. There is an inherent

deployed at low cost without relying on the existing infrast

trade-off between transmission rate and effective trassiom

ture. Routing in such networks is very challenging mainlg duange. That is, low-rate communication usually covers g lon
to variable and unreliable wireless channel conditions [1] transmission range, while high-rate communication mustioc
Traditional routing schemes for multi-hop wireless netigor at short range. This rate-distance trade-off would alse fzav
have followed the concept of routing in wired networks bympact on the throughput performance of opportunisticingut
abstracting the wireless links as wired links, and finding tHecause different rates imply different transmission esng
shortest path between a source and destination. Howewer, Which result in different one-hop neighbor sets, thus lead t
traditional shortest path approach is not ideal for wirelessvi-  different level of exploitable spatial diversity.
ronment, because fluctuations in the quality of any link glon In this paper, we carry out a comprehensive study on multi-
the predetermined path can cause excessive retransnsiggioriate, candidate selection, prioritization, and coordoraand
the link layer or reroutings at the network layer, thus cansu €xamine their impacts on the performance of GOR. Based on
precious network resources, such as bandwidth and energ@ur analysis, we propose a new local metric, dpportunistic
Recently, a new routing paradigm, known as opportunistffective one-hop throughput (OEOT), to characterize the
routing [2]-[5], was proposed to mitigate the impact of linkrade-off between the packet advancement and one-hoptpacke
quality variations by exploiting the broadcast nature o thforwarding time under different data rates. We further jos®p

wireless medium and the spatial diversity of network togglo @ rate adaptation and candidate selection algorithm tcoajshr
the local optimum of this metric. Simulation results shoatth
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Atrate R; new sender and suppress all the other potential forwarders i

(@2, Pp2) F;. When no forwarding candidate has successfully received

the packet, the sender will retransmit the packet if retrans

@ @ @ mission is enabled. The sender will drop the packet when the
aj\,,Pin, retransmissions reach the limit. This procedure iterated u

the packet arrives at the destination.

In this paper, we use a contention-based MAC protocol
Fig. 1. NodeS is forwarding a packet to a remote destinatiéh with like 802‘_11’ ar.]d .apply a Compressed slotted a.CknOWIedgemen
transmission rateR;. mechanism similar to that in [15] to coordinate the relay

priority among the candidates, which is described as falow
After sensing the channel has been idle for a DIFS (disteithut
rate capability, forwarding strategy and candidate comiibn inter-frame space), the sender broadcasts the data pachket a
on the performance of opportunistic routing in Section lliselected rate. In the header of the packet, the intended MAC
The local metric is introduced in Section IV. We proposaddresses of the forwarding candidates and the corresppndi
the heuristic algorithm in Section V. Simulation result® arrelay priorities are identified. If the first-priority camfdite
presented and analyzed in Section VI. Section VIl discusseseives the packet correctly, it broadcasts an ACK with a
the related work, and conclusions are drawn in Section Vlldelay of SIFS (short inter-frame space) after the succkssfu
data reception. The ACK is used for informing the sender
Il. SYSTEM MODEL of the data packet reception as well as suppressing lower-
é)giority candidates from forwarding duplicated copiesthHé

the example in Figure 1. Assume node i.e., the sender first-priority candidate does not receive the packet, it jus
is forwarding a packet to a remote destinatih S can '€mains silent. For the second-priority candidate, it sets
transmit the packet at different ratesR,, Ro, ..., Ry,. Each Waiting period of 2Ts;ps — T, s, after it received the
rate corresponds to eommunication range within which data packet correctly, wher€s;ps and 7, ¢, is the time

the nodes can receive the packet sentSbyith some non- duration of SIFS and radio receive/transmit status tumunado
negligible probability which is larger than a thresholdg.e. delay, re;pepnvely. If within the waiting penoq, it detec
0.1. Theavailable next-hop node seiC; (1 < j < k) of a transmission emerged (e.g. a significant signal strength

node S under a particular transmission rafg is defined as INcrease) in the channel, the ACK packet is considered as
all the nodes in the communication rangethat are closer SENt- Then it just drops the received packet. On the othed,han
to D than S. We denote the nodes i@ ass;,, s; ) if no transmission emergence is detected, the secondtgrior

' . : el Y candidate concludes that the highest prioritized caneidat
whereN; = |C;|. Similar to geographic routing [12]-[14], we ~* he d ket. So th 9 d prio didateuwill
assumeS is aware of the location information of itself, itsMISS ¢ € ata pac et. Sot € secon -priority can ! ".ﬂﬁ
one-hop neighbors and the destinatibn Define thepacket around its radio from receiving status to transmitting uat
advancementasa;, 1 < m < N, in equation (1), which and send out the ACK Wlth;LTSIFS_ delay after it rec_elved
is the Euclidian distance between the sender and desﬁnaﬁBe. Eacket: Genheracljly, the 'kpr'or'.tﬁ/ G > 1). .Ca”d'd"?“fj
(d(S, D)) minus the Euclidian distance between the neighb?,ﬂ\fh'C receives the data packet will set a waiting period as

In this paper, we consider the local MGOR scenario

s;,. and destinationd(s;, , D)). 1xTs1rs =T 1, after the data packet reception. If it detects
a transmission emerged in this period, it will suppresdfitse
a;, = d(S,D) —d(s;, D) ) from forwarding the packet; otherwise, it will send out an

ACK at i x Ts;rg to claim its reception. In Section IlI-D, we
Then at each rat&;, each node i; is associated with one will further elaborate on the impact of reliability of thisGK
pair, (a;,.,pj,.), wherep;  is the data packet reception ratiotechnique on the performance of OR.
(PRR) from nodeS to s;,,. Note that for different data rates,
the PRR from nodeS' to the same neighbor may be different.
Let F; denote theforwarding candidate set of node S at
rate R;, which contains the nodes that participate in the local

IIl. | MPACT OF TRANSMISSIONRATE AND FORWARDING
STRATEGY ON OR PERFORMANCE

opportunistic forwarding. Note that, hefg is a subset of;, In this section, we discuss the factors that affect the ape-h
while in the existing pure opportunistic routing scheme [2performance in terms of throughput and delay of OR. These
[4], F7; =¢C;. factors include rate and forwarding strategy, which furthe

The multi-rate GOR (MGOR) procedure is as follows: nodicludes candidate selection, prioritization and cocation
S decides a transmission rafg;, and selectsF; based on  The impacts of transmission rate on the performance of
its knowledge ofC; (a;,,’s and p;, .’s); then broadcasts the opportunistic routing are twofold. On the one hand, différe
data packet to the forwarding candidates /iy at rate R; rates achieve different transmission ranges, which lead to
after detecting the channel is idle for a while. Candidatekfferent neighborhood diversity. Explicitly, high-ratmuses
in F; follow a specific priority to relay the packet, that isshort transmission range, then in one hop, there are few
a forwarding candidate will only relay the packet if it hasieighbors around the sender, which presents low neighbdrho
received the packet correctly and all the nodes with highdiversity. Low-rate is likely to have long transmission gen
priorities failed to do so. The actual forwarder will become therefore achieves high neighborhood diversity. So from th
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diversity point of view, low rate may be better. On the other At rate 5.5Mbps Atrate 11Mbps

hand, although low rate brings the benefit of larger one-hop (300,0.9) (300,0.7)
distance which results in higher neighborhood diversitgd an /\GD
fewer hop counts to reach the destination, it is still pdssit @ @M
achieve a low effective end-to-end throughput or high delay :
since it needs more time to transmit a packet at lower rate. So
it is nontrivial to decide which rate is indeed better.
Besides the inherent rate-distance, rate-diversity atel rafig- 2. Different transmission rates result in different thleap neighbor sets
hop trade-offs which affect the performance of opportunist
routing, the forwarding strategy will also have an impactiom ) , .
performance. That is, for a given transmission rate, difier Ty(i) = i X Tsrrs + Tack, whereTyox is the ACK
candidate forwarding sets, relay priority assignmentgj an ransmission time.
candidate coordinations will all affect the OR performance Thus, the total medium time needed for a packet forwarding
In the following subsections, we will examine the impadirom the sender to thé" forwarding candidate is
of transmission rate and forwarding strategy on the one-hop t = T, + Ty (i) )
performance of opportunistic routing, which leads us to the ! 8 !
design of efficient local rate adaptation and candidatectele
scheme. First we will analyze the one-hop packet forwardifg Impact of Transmission Rate

time introduced by opportunistic routing. We examine the impact of transmission rate on the one-hop

throughput of OR by using two examples. In one example,

A. One-hop Packet Forwarding Time of Opportunistic Routing  transmission at higher rate is better; while in the other ex-

We define the one-hop packet forwarding time cost by tfi"Ple, lower rate achieves higher throughput. The one-hop
i candidate as the period from the time when the Senc}grroughput is defined as bit-meters successfully deliveed

is going to transmit the packet to the time when t second with unit bmps. The one-hop delay per bit-meter is the

candidate becomes the actual forwarder. Although the ope-HNverse of the throughput. So higher throughput implieseiow

packet forwarding time varies for different MAC protocolsd€lay in this context.
for any protocol, it can be divided into two parts. One part ASsume the data payload, = 1000 bytes, Ts;rs =
is introduced from the sender and the other part is introducdO#s: Tack = 192us, T = 200us, and the sender delay

from the candidate coordination, which are defined as fcﬂlow‘én'y itr_1cludezs th3e dita trgrt]ﬁmihjsAi%n tin:EdX.lAcc%r'ding tod ,
o Ty: the sender delay which can be further divided int quations (2), (3), (4) an N protocol we discussed in

- . 8000 4 10 -
three parts: channel contention del&y)( data transmis- ection Il,¢; 7, T+ 10i4392us.In Figure 2, assume at each
sion time ;) and propagation delay’}):

(500, 0.45 )

rate, the neighbdr closer to the destination is assignelaehig
relay priority. SupposeS sends outN packets. Then when
T,=T.+Ty+7T, (2) R; = 11Mbps, there arel,;(300-0.7N +200-0.95-0.3N) =

) ) 2.136 N megabit-meters are delivered, and the corresponding
For a contention-based MAC protocol (like 802.17T), total packet forwarding time igt, - 0.7N + t - 0.3N) =

is the time needed for the sender to acquire the Chanrﬁlsz.WNus. So the one-hop throughput 6886G bmps.
before it _transmits t_he_data packet, which includes trgm"arly' the one-hop throughput at 5.5Mbpd i€51¢ bmps,
bac_k-off time and Distributed Interfrgmg SPace (DIFSMhich is smaller than the throughput at 11Mbps. That is,
Ty is equal to protocol header transmission triig)(Plus i, this example, although lower rate introduces more spatia
data payload transmission timé(), which is diversity (more neighbors), this benefit does not make up
Ty =Ty + Ty ©) the_ cost on_the longer medium_ time. Now let's assume the
neighborss is removed from Figure 2 for each rate. Then
whereT), is determined by physical layer preamble anghe one-hop throughput i5.60G bmps and1.49G bmps at
MAC header transmitting time, arifl, is decided by the 5 5Mbps and 11Mbps, respectively. So transmitting at lower
data payload lengtii,,; and the data transmission raterate is better than higher rate in this case, because the extr
The payload may be transmitted at different rates.  gpatial diversity brought by lower rate does help to imprihe

T}, is the time for the signal propagating from the sendgjacket advancement but only introduce moderate extra packe
to the candidates, which can be ignored when electrgywarding time.

magnetic wave is transmitted in the air.

o Ty(i): the ith forwarding candidate coordination delay .
which is the time needed for th&* candidate to acknowl- C- mpact of Forwarding Srategy
edge the sender and suppress other potential forwarderdVe have seen that multi-rate capability has an impact on
Note thatT(i) is an increasing function of, since throughput and delay. Other than this factor, for any given
the lower-priority forwarding candidates always need tmate, different candidate prioritization also results ifiedent
wait and confirm that no higher-priority candidates havéaroughput and delay in opportunistic routing. Still use th
relayed the packet before it takes its turn to relay thexample in Figure 2 at rate 5.5Mbps. If we assignthe
packet. For the protocol we introduced in Section lhighest priority, thens;, thenss. The one-hop throughput is
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1.306G bmps, which is lower than that achieved by assigningceived the packet correctly believe there is a higheityi
higher priority to the candidate closer to the destinatiomandidate that has received the packet but actually theret,s
Actually, it has been proved in [6] that giving candidatesselr no ACK would be sent back to the sender, then the sender
to the destination higher priorities achieves maximum etgee would retransmit the packet. However, the probability of
packet advancement (EPA). other transmissions emerging in the short coordinatiofogder
(multiple SIFS) and suppressing all the potential forwagdi

i I didat hould be relatively low.
D. Impact of Candidate Coordination candicates should be relatively low

packet forwarding time and one-hop throughput. When this (OEOT)

delay is much larger than the sender delay, then it would beA dina to th vsis ab ¢ ) t-h
better to retransmit the packet instead of waiting for other ccording fo Ine analysiS above, for a given next-nop

. : ; ighbor setC;, we now introduce the local metri€©ppor-
forwarding candidates to relay the packet in order to sage fiean J .
packet forwarding time. While when this delay is negligiblet,unIStIC Effectlve One-hop Throgghput (OEO.T) (in Eq. (5).)’ to
haracterize the local behavior of GOR in terms of bit-meter

we should involve all the available next-hop neighbors int®
opportunistic forwarding, because any extra candidataddvo advancement per second.
help to improve the relay reliability but without introdug _ > i1 5P o Py,
any extra delay. We should also give candidates closer to the OEOT(F;) = Ly tr Py +3 g tipg; Tlo Piy ®)
destination higher relay prioritigs, §ince Iarger-adv.fﬂn.ent where F; = (s;,,..., s;,), which is an ordered subset 6f
candidates shogld always try first in order to maximize _ﬂ\ﬁith priority s;, > .. > s;; 1 = |5 pj, = 0; ;. =
EPA. If they failed to relay the packet, the lower-priority; —p; : and Jw
candidates could instantaneously relay the correctlyivede e Pr =II_,(1-p;) ©6)
packet without having to wait. Therefore, the coordination i =1 Pii
delay has a great impact on throughput. Since we use thiich is the probability of none of the forwarding candidate
compressed slotted acknowledgement, which introduced sniia F; successfully receiving the packet in one physical trans-
coordination delay among candidates, it would be better moission from the sender.
give candidates closer to the destination higher relayrifigs. The physical meaning of the OEQOT defined in Eq. (5) is
In the compressed slotted acknowledgement mechanighe expected bit advancement per second for a local GOR
ACK plays two roles: one is to acknowledge the sender pfocedure when the sender S transmits the packet atate
data reception, the other is to suppress other candidaies frOEOT integrates the factors of packet advancement, relay re
forwarding duplicated packets. We discuss the reliabitify liability, and one-hop packet forwarding time. Now for mult
this mechanism according to these two ACK roles. Firstlyate GOR, our goal is to select &), and the corresponding
following the collision avoidance rule, each node shoultsse F; to locally maximize this metric. The intuitions to locally
the channel to be clear for at least DIFS before transmissionaximize the OEOT are as follows: 1) as the end-to-end
Since theit"-priority candidate broadcasts the ACK with aachievable throughput is smaller than per-hop throughput o
short delay { x Ts;rs, Which is usually shorter than DIFSeach link, to maximize the local OEQT is likely to increase
in our scheme) after successful packet reception, the AGKe path throughput; 2) the path delay is the summation of per
is unlikely to collide with other transmissions at the sendénop delay, which is actually relative to the delay introdilice
side. The empirical results in [16] also confirm that ACK caby transmitting the packet and coordinating the candid#es
be received by the sender with high probability. Furthemmorthe per-hop delay factord’{ andT(i)) are integrated in the
since the ACK is transmitted at the basic rate (1Mbps), tltenominators of OEOT, to maximize OEOT is also implicitly
ACK link from the candidate to the sender should be mote decrease per-hop delay, which may further decrease the
reliable than the data link from the sender to the candidagath delay. 3) as the transmission reliability #f is also
So when the candidate correctly receives the data packat fronplicitly embedded in OEOT, maximizing OEOT also tends
the sender, the ACK can usually be correctly received by the improve the reliability. Reliability is a key factor afféng
sender with high probability. Secondly, since all the foriag throughout and delay for the following reason. If a packet
candidates are in the data transmission range of the sendetransmitted on a low reliable link, several retransnoissi
the longest possible distance between any two candidates ame needed to make a successful packet forwarding at one
twice of the data transmission range. Typically, carriersggg hop. These retransmissions not only harm the throughput and
range is around double of the data transmission range. &day performance of the flow which the packet belongs to,
any two forwarding candidates will be in the carrier sensingut also introduce huge medium contentions to other flows,
range of each other. Then lower prioritized candidates Ishouhus further decrease the whole system performance. Howeve
be able to detect a transmission emerged in the channemifximizing the one-hop reliability does not necessarigdle
a higher prioritized candidate does send out an ACK. Falge better end-to-end throughput. Because reliable linkelyi
positive could happen when a lower-priority candidate esnshave short hop distance, this short hop distance may result
a transmission emergence but it is from other transmissiontaking many hops to deliver a packet from the source to
source. In this case, lower-priority candidate would drtsp ithe destination, which may also introduce large delay oremor
received packet. If all the lower-priority candidates whavéa medium contention to other flows. Our OEOT metric jointly
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takes into account the hop advancement, reliability ant#tgtac Property 5.3 indicates that an — 1-candidate set that
forwarding time. achieves the maximum EPA is a subset of at least one of
the feasibler-candidate sets that achieve the maximum EPA.
The reliability in one opportunistic forwarding is shown in
Eq. (8), the property also implies that the increasing of

A straightforward way to get the optimak; and 7; t0 the maximum EPA is consistent with the increasing of the
maximize the OEQT is to try all the ordered subseCoffor  forwarding reliability.

eachR;, which runs inO(keN!) time, wherek is the number
of different ratese is the base of natural logarithm, ard
is the largest number of neighbors at all rates. It is, howeve
not feasible whenV is large. In this section, we propose a
heuristic algorithm to get a solution approaching the optim

As there are a finite number of transmission rates, a natura\N . .

: o : e also have the following concave property of the maxi-

approach is to decompose the optimization problem into two

parts. First, we find the optimal solution for eaéty; then, mum EPA. ] . . .
we pick the maximum one among them. So we only need ToPErty 5.4: Maximum EPA Concavity: The maximum

to discuss how to find the solution approaching the optimulr”A 1S @n increasing and concave function of the number of
for a given rate,R;, and the corresponding available next-ho{f’rwa}rd'ng cand|d.ate.s. . _ .
neighbor setC;. The following Lemma guides us to design This property indicates that involving more forwarding
the heuristic algorithm. candidates will increase EPA, but the gained EPA becomes

Lemma 5.1: For givenR; andC;, definef] as one feasible Marginal when we keep doing so. It has shown in [6] that the
candidate set that achieves the maximum OEOT by selectfi@ximum EPA nearly does not increase when the number of
r nodes, thery r (1 < r < [C;l), 3 F7, s.t.F} C FI. forwarding candidates is larger than 4. Furthermore, invgl

Proof: We prove this Lemma by contradiction. Assuménore forwarding candidates may increase the probability of
¥ r (1 <r < |C;)), we could find a feasible?, s.t. F} ¢ false positive, that is, lower-priority cand@at_es are enlkely
FI. Then from thatF], we can obtain a new ordered set byO b_e falsely suppressed t_)y other transmissions in the mietwo
substituting the lowest-priority candidate ff as the node in SO in our algorithm design, we set a maximum allowable
F}. According to Eq. (5) and the fact thak! achieves the forwarding candidate number, ...
maximum OEOQT by selecting 1 node, we can derive that theNow we examine the denominator of the OEQT in Eq. (5).
OEQT of the new set is larger than that of tHg. It is a For the compressed slotted ACK mechanism, the denominator
contradiction, so the assumption is false, then the Lemmacin be further simplified a8, (j) + Tack + Tsrrs(d ;_1 i
true. D Hf;:lo p,, +7-Pr,), whereT,(j) is the delay at the sender

Lemma 5.1 basically indicates that for givéty and C;, side when the data packet is transmitted at fafe The third
the candidate achieving the maximum OEOT by selectingpirt of this summation is the expected time introduced by
node fromC; is contained in the candidate set achieving theandidate coordination, which is upper bounded-b¥’s;rs.
maximum OEOT by selecting more number of nodes f@m Since Ts;rs < Ti(j) + Tack and r is a small number,

Actually, the numerator of OEOT is the EPA defined in [6]the denominator can be seen as a constant at a fixed rate
The EPA has three nice properties: priority rule, contajnin;. SO maximizing the OEOT is equivalent to maximizing
property and concavity. We present these properties aswsll its numerator, EPA.
without proof. Please refer to [6] for detailed proof. These Therefore, according to Properties 5.2, 5.3, 5.4 and the
properties also help us design the rate and candidate iselechnalysis above, we propose a heuristic greedy algorithratwhi
algorithm. finds the transmission rate and the corresponding forwgrdin

Property 5.2 Relay Priority Rule: Given a forwarding candidates approaching the maximum OEOT. This heuristic
candidate setF, the maximum EPA can only be achievedilgorithm FindMOEOT is described in Algorithm 1, where
by giving candidates closer to the destination higher reldlye input is the multi-rates?;’s, the corresponding;'s and
priorities. the maximum allowable forwarding candidate humbgy,..,

The Relay Priority Rule guides us to prioritize forwarding and the output is the selected rdé and forwarding candidate
candidates by only examining their advancement to the degtF*. For each rater;, this algorithm first finds the sef,,
tination. Next, we present the relationship among the agitimwith one candidate that maximizes the OEOT, then it augments
forwarding candidate sets (in the sense of maximizing EP&)e current?,, by one more candidate in each iteration (line
with different number of candidates selected from a gives). Whenever adding a new candidate, it calculatesxhe)T
candidate sef. (line 7), then updates th&,,, when finding a new set achieving

Property 5.3: Candidate Set Containing Property: Given higher OEOT than the existing one. Note that, according to
an available forwarding candidate s2{N = |C|), let 7 be Lemma 5.1, when the final returned set contains no more than
a feasible ordered candidate set that achieves the maxim&modes, it is indeed the global optimum. Otherwise, it is an
EPA by selecting- candidates fron€, vV F_,, 3 F}, s.t. approximate optimal solution. An interesting finding is ttha

this algorithm almost surely returns the global optimaltioh
FraCF V1<r<N (7)  even when the returned set contains more than 2 candidates.

V. HEURISTIC CANDIDATE SELECTION ALGORITHM

T

Pr,=1-]](1-p;) (8)

i=1
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TABLE |
SIMULATION PARAMETERS

Algorithm 1 FindMOEOTC;,’s, R;'S, "max)
1. R* «+ 0; F* « 0; OEOT* «— 0;

2: for eachC; do Simulation Parameter Value
3 Fm e 0; OEOT,, — 0; A« C; — Fon; _'podes NumbeFr, igdb
- ransmission Power m
4 while ('A 7 0 && |'7:m‘ < Tmaaz ) do Data Transmission Rates 11Mbps, 5.5Mbps, 2Mbpg
5: for each nodes,, € A do ACK Transmission Rate 1IMbps
6: Fy « Insert s, into F,, according toRelay Retry limit 5
Priority Rule; Carrier Sensing Threshold -100dbm
' . . 11Mbps Receiving Threshold -83dbm
: Get OEOT on F, according to Eg. (5); 5.5Mbps Receiving Threshold -87dbm
8: if (OEOT > OEOT,,) then 2Mbps Receiving Threshold | -91dbm
9: OEOT,, — OEOT; F,, — F; 1Mbps Receiving Threshold | -94dbm
10: end if Pathloss Model Two-ray
’ Fading Model Ricean withK = 4
11 end for Hello Packet Interval 1s

12: A—Cj— Fm;

13:  end while Data rate (Mbps) Terrain side length

14: if (OEOT,, > OEOT*) then 1500 | 1800 [ 2100 | 2400
. g .f‘_ J T JSm - m 55 163 119 88 | 68

16:  enal 11 111 | 79 | 58 | 43

17: end for

TABLE Il
AVERAGE NUMBER OF NEIGHBORS PER NODE AT EACH RATE UNDER
DIFFERENT NETWORK DENSITIES

18: return (R*, F*);

VI. PERFORMANCEEVALUATION

In this section, we evaluate the performance of MGORyer tg [17] for the detail about how each node updates the
by simulation, and compare the performance of MGOR,, quality at a particular data rate.

with multi-rate geographic routing (MGR), single-rate geo
graphic routing (GR), and single-rate opportunistic nogti ]
Our MGOR degenerates into MGR, when we choose onfyy Smulation Setup
one forwarding candidate, and further degenerates into GRWe implement the multi-rate link quality measurement
when we also fix the transmission rate. For all the OR protmechanism and MGOR protocol with compressed slotted
cols, candidates closer to the destination are assigndwhigACK in GlomoSim. The FindMOEOT algorithm proposed in
relay priorities. The performance metrics we evaluateuide! Section V is used to select transmission rate and forward-
throughput, delay and hop count. In order to get insiglig candidates for MGOR. This algorithm is also used to
into our rate and candidate selection algorithm, for MGORelect forwarding candidates for single-rate GOR by fixing
we show the number of packets transmitted at each ratetlire transmission rate. According to the analysis in Section
the whole network, and the average number of forwarding and considering the candidate coordination overhead, the
candidates used at each node on each data rate. maximum allowable forwarding candidate numbey, {.) is
set as 3. Other than the candidate coordination scheme, our
OR protocol follows the same CSMA/CA medium access
mechanism as that in 802.11b. The simulated network has 50
To make multi-rate protocols work, we need to estimate tistationary nodes randomly uniformly distributed id & d m?
link quality (PRR) at different data rates. We extend thglein square region. When the SNR is larger than a defined threshold
rate link quality measurement mechanism in [17] to multand the signal receiving power is above the corresponding
rate one. In the multi-rate protocols, each node maintainsthreshold, the packet is received without error. Othentlee
neighbor tables corresponding to thelata rates. Thg!” table packet is dropped. Table | lists the related simulation mara
stores the bidirectional PRR information about its neighlaa eters. According to the findings in [16] and the discussion in
rate R;. For everyr second, each node broadcakttHello” Section IlI-D, we assume the candidate coordination can be
messages with each transmitted at a different data rate, @gsured by the compressed slotted ACK mechanism.
11Mbps, 5.5Mbps, and 2Mbps. Whenever a nadeeceives  We examine the impact of node density on the performance
a “Hello” message sent from a node at rate R;, it will by settingd = 1500, 1800, 2100,2400. The corresponding
include nodem into the corresponding neighbor table. Twaetwork density in terms of average number of neighbors per
events drive the updating d?RR,,, at R; on noden: one node at each rate is summarized in Table Il. We randomly
is the periodical updating event set by nodefor example, choose 25 communication pairs in the network. The sources
every t,, seconds node: will update PRR,,,,. The other is are CBR (constant bit rate). We examine two different packet
the event that node: receives a “Hello” packet sent fromsizes. All the results shown in Sections VI-C.1 to VI-C.4 are
m at rate R;. The Exponentially Weighted Moving Averageunder 512-byte packet size, and Section VI-C.5 discusses th
(EWMA) method is used to update PRR information. Pleagerformance with packet size of 1024 bytes. We examine two

A. Multi-rate Link Quality Measurement
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opportunistic routing protocols achieve much lower delay

70000, — 12 MGOR s

7 e s GOR-2Mbps —-..--5-.._ than the corresponding traditional ones. Generally, MGOR
8 60000 = BT 0] GoRbapee e . P 9 Y
g 50000 v v g2 . -GOR-11Mpps v e achieves the lowest delay among all the protocols. When
2 000 MGOR —=— * s | cRMgso. ., the network density is high, 11Mbps GOR achieves almost
£ o] pooRARSY g o0 T s * 1 the same delay (0.01s and 0.015s with terrain side length
5 oo CORUMES—_ g 4 . w4 being 1500m and 1800m, respectively) as MGOR. When the
2 o000} (SRMoos-o- ) S a2 ..+ network becomes sparser, MGOR outperforms 11Mbps GOR.
GR-5.5Mbps & g p p p _
GR-11Mbps v 0 1 |n the saturated network, the end-to-end delay consists of
100 10 200 2400 150 w0 a0 20 ger hop queuing delay, data transmission and retransmissio
Terrain side length (m) Terrain side length (m) A . |
(a) Throughput (b) Delay delay, and medium access delay. Opportunistic routing make
use of multiple forwarding candidates to relay packetssthu

Fig. 3. Performance of MGOR, single-rate GOR, MGR, and singte GR . .. L .
under different network densities with CBR interval at 60ms improves per transmission reliability. This enhancemeit o

reliability reduces retransmission delay, which in turduees
the queuing and medium access delay, thus reduces endtto-en

traffic demands with CBR interval at 60ms (milliseconds) andelay.
75ms. UDP (User Datagram Protocol) is used as the transporin order to conduct a “fairer” comparison between MGOR
layer protocol. Each communication session continues @or 4nd GOR at 11Mbps and separate the impact of the trans-
seconds. All the simulation results are averaged over 25flomission reliability on the end-to-end delay from other fast
under 5 simulation runs with different seeds. (such as excessive medium contention and long queuing
delay due to high traffic demand, and communication voids),
we run another simulation with lower traffic demand where
the CBR interval is set as 75ms and only count the cases

1) Throughput and Delay: The throughput is measuredwithout communication voids. This traffic demand is below
as the average throughput per flow in the communicatiohe capacity of MGOR and GOR at 11Mbps and 5.5Mbps,
period. We first set the CBR packet interval as 60ms in ordeo they achieve nearly the same throughput as shown in
to push the traffic demand approaching to the capacity Bigure 4(a). Figure 4(b) shows the delay performance ofethes
MGOR. Figure 3(a) shows the throughput of MGOR, singlehree protocols. We can see that MGOR achieves lower delay
rate GOR, MGR, and single-rate GR. We can see that MGQRan the other two protocols, especially when the network
achieves the highest throughput among all the protocols amecomes sparser. MGOR can tune its transmission rate at each
yields up to 20% higher throughput than MGR (when theop according to different network conditions to maximize
terrain side length is 2400m). Generally, opportunistiatimy OEQOT. When the number of neighbors at 11Mbps is small,
protocols achieve higher throughput than the correspondiMGOR transmits packets at 5.5Mbps in order to involve
traditional routing protocols at each rate. The spatiaédiity more forwarding candidates to harvest the opportunistio ga
gain introduced by involving multiple forwarding candidat (e.g. achieve higher transmission advancement and réljabi
in opportunistic routing does increase the probability of When transmitting at 11Mbps already introduces sufficient
successful transmission at each hop, which reduces the gpatial diversity, MGOR chooses to transmit at higher rate
transmission overhead. The reduction of retransmission qd1Mbps). We will show the proportion of packets transnditte
alleviate the medium contention and allow more packets & each rate in MGOR later.
get through in the network, and result in higher throughput. We also find that although MGR can support at least 96%
We would like to point out that due to the randomness aff this lower traffic demand, it still presents one or two gsde
the network topology and limited transmission range, thaf longer delay than MGOR. The difference of transmission
packet lost in 11Mbps GOR and GR is partially due to theeliability is the essential reason of this observationafTis,
communication void where a forwarding node cannot find amyGR has only one predefined forwarding candidate, so it
neighbor which is geographically closer to the destinationsually needs more than one transmission to deliver a packet
Solving communication void problem in geographic routisg iat each hop. While MGOR usually needs only one transmis-
out of the scope of this paper. However, we note that lowerigpn since it introduces multiple forwarding candidatesl an
the transmission rate (from 11Mbps to 5.5Mbps) increas&sproves transmission reliability.
the transmission range and improves the network connsgtivi Since the relative performance of hop count, average num-
which in turn alleviates the void problem. This can be seeber of forwarding candidates and proportion of packetsstran
as a side effect or advantage of multi-rate geographicmgutimitted at each rate of each protocol is similar under these
protocols over single rate ones. That is, by using our localo traffic demands, we only show the simulation results with
candidate selection and rate adaptation schemes, thenawglti CBR interval at 75ms in the following discussions.
protocols take advantage of higher transmission rate (Jilylb  2) Hop count: From Figure 4(c), we can see that GOR
whenever there is sufficient spacial diversity or node dgnsihas larger hop count than GR at each single rate. Although
but switch to lower rate to improve spatial diversity an@GOR allows packets to be forwarded on long-distance links,
connectivity in sparser area. some forwarding candidates with smaller advancement may

The delay performance of these protocols with CBR intervalso be chosen as the actual forwarder, which results ielarg
at 60ms is shown in Figure 3(b). We can see that all thep count. The hop count of MGOR is nearly the same as

C. Smulation Results and Analysis
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Fig. 5. Performance of MGOR under different network densitigth CBR interval at 75ms

MGR, and is between those of GOR at 11Mbps and 5.5Mbpx, protocol overhead (such as packet header, preamble and
but closer to that at 5.5Mbps. The rate-distance tradesoff ACK transmission time) becomes relatively smaller comgare
explicitly shown in the figure for both GR and GOR, that isto the payload transmission time. So higher transmissite ra
the hop count of lower rate is smaller than that of higher, rat&ill be more favorable when packet size becomes larger.
since lower rates results in longer transmission ranges.

3) Average number of forwarding candidates. Figure 5(a)
shows the average number of forwarding candidates at eada;eographic routing has been widely suggested as an ef-

ratedfgrtMGCt)R. Vk\:e ctandsee that thi nu[]r’]lber ?\Lfoli\/\éard'%lent routing paradigm in multi-hop wireless networks. A
candidates at each rate gecreases wnen the networ 51S'Q’e)'/ advantage of geographic routing is that the nodes are

decreased. Furthermore, transmission at lower rate ($§M;rt1§t required to maintain extensive routing tables, and can
ake simple routing decisions based on the local geographic

(1_1I\/!bps).tln our M,[Cr;]o'?’ ;/f\./e 30 notdc_hoolse iM?pS tratr;] osition of its neighboring nodes. More recent works [13],

mission rate, since the traflic demand IS already larger ] on geographic routing focus on designing local metric

the capacity that 2Mbps can provide. in lossy channel situations. Unfortunately, these meticly

4) Proportion of packets transmitted at each rate per node:  apply to geographic routing which involves a single forwagd
Figure 5(b) shows the proportion of packets transmittecdiehe candidate and can not be directly used for GOR. The OEOT
rate per node. We can observe that when the network becomgsgric we introduced can be applied to both opportunistic
sparser, more packets are selected to be transmitted abp5SMouting with multiple forwarding candidates and geographi
in our MGOR protocol than when the network is dense. Loweputing with only one forwarding candidate.
transmission rate results in longer transmission rangéghwh Opportunistic routing exploits the spatial diversity ofeth
leads to more number of neighbors (shown in Figure 5(ajjreless ad hoc networks by involving a set of forwarding-can
and increases spatial diversity. The increased diversiin g gidates instead of only one in traditional routing. It impes
does improve the probability of a successful transmissiofhe reliability and efficiency of packet relay. Some vargant
which reduces the retransmission overhead, then imprirees g+ opportunistic routing [2], [3], [5], [18] use the locatio
throughput (shown in Figure 3(a)) and decreases the de|gjormation to define the candidate set and relay priority.
(shown in Figure 4(b)). Our work belongs to this kind of variants, but provides more

5) Impact of packet size: We also evaluated the impact ofinsightful understanding of the trade-off among the packet
packet size on the selection of transmission rate. By coimgparadvancement, coordination time cost and reliability aisdéed
Figure 5(c) with Figure 5(b), we notice that when the packetith the node collaboration under a multi-rate scenario. We
size is larger (such as 1500 bytes in contrast to 512 bytes)plore the rate-distance-diversity impact on the thrgugh
more packets are transmitted at higher data rate (i.e. 18Mbmand delay of opportunistic routing which has not been well
Because when the packet payload size is increased, the tshealied in the above works.

VIl. RELATED WORK
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Several papers [8]-[11] in the literature have alreadytestiar [12]
to design routing metrics in a multi-rate wireless ad hoc
network. However, these metrics are proposed for routitlulgg]
along a fixed path following the concept of traditional rout-
ing. Recently, theoretical study [19] has shown that witholi4]
considering protocol overhead and with collision-freensra |15
mission scheduling, multi-rate OR can achieve higher end-
to-end throughput bound than any single-rate OR. [7] also
shows the advantage of multi-rate OR over single-rate OR wi
a collision-free MAC by using a slotted ACK coordination
scheme. In this paper, we study the multi-rate OR with a
contention-based MAC similar to 802.11 by using the conkt”!
pressed slotted ACK coordination mechanism.

(18]
VIIl. CONCLUSION

In this paper, we studied multi-rate geographic opportimis [19]
routing (MGOR), and examined the factors that affect its
performance, which include multi-rate capability, caradése-
lection, prioritization, and coordination. Based on oualgsis,
we proposed the local metric, tlopportunistic effective one-
hop throughput (OEOT), to characterize the trade-off betwee
the packet advancement and medium time cost under differe

algorithm to approach the local optimum of this metric. We# /

presented a multi-rate link quality measurement mechanis
to provide the link packet reception ratio information for
the network layer to assist routing decision. We compare
the performance of MGOR with single-rate GOR, single
rate GR and multi-rate GR. Simulation results show that
the MGOR incorporating the rate adaptation and candidate
selection algorithm achieves the highest throughput awddb
delay among all the protocols.
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