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Accuracy values for different layers and methods.
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Transfer + fine-tuning improves generalization
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ImageNet has many related categories...

<table>
<thead>
<tr>
<th>Dataset A: man-made</th>
<th>Dataset B: natural</th>
</tr>
</thead>
<tbody>
<tr>
<td>garbage truck</td>
<td>gorilla</td>
</tr>
<tr>
<td>fire truck</td>
<td>gecko</td>
</tr>
<tr>
<td>radiator</td>
<td>toucan</td>
</tr>
<tr>
<td>baseball</td>
<td>rabbit</td>
</tr>
<tr>
<td>binoculars</td>
<td>panther</td>
</tr>
<tr>
<td>bookshop</td>
<td>lion</td>
</tr>
</tbody>
</table>
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- Measure *general* to *specific* transition layer by layer
- Transferability governed by:
  - lost co-adaptations
  - specificity
  - difference between base and target dataset
- Fine-tuning helps even on large target dataset