
Basic Theory of Algebraic Eigenvalue Problems:
a quick review



Essentials: definitions

Let A ∈ Cn×n.

1. A scalarλ is aneigenvalueof ann× n matrixA and a nonzero
vectorx ∈ Cn is a corresponding(right) eigenvector if

Ax = λx.

LA,λ = {x : Ax = λx} is aneigenspaceof A.

2. A nonzero vectory such that

yHA = λyH

is a left eigenvector.

3. The set of all eigenvalues ofA is called thespectrum of A.

4. pA(λ) = det(λI − A), a polynomial of degreen, is called the
characteristic polynomial of A.



Essentials: properties

1. λ is A’s eigenvalue⇔ λI − A is singular⇔ det(λI − A) = 0
⇔ pA(λ) = 0.

2. There is at least one eigenvectorx associated withA’s
eigenvalueλ; in the other word, the dimensiondim(LA,λ) ≥ 1.

3. LA,λ is a linear subspace, i.e., it has the following two
properties:

(a) x ∈ LA,λ ⇒ αx ∈ LA,λ for all α ∈ C.
(b) x1, x2 ∈ LA,λ ⇒ x1 + x2 ∈ LA,λ.

4. SupposeA is real.λ is A’s eigenvalue⇔ conjugatēλ is also
A’s eigenvalue.

5. A is singular⇔ 0 is A’s eigenvalue.

6. If A is upper (or lower) triangular, then its eigenvalues consist
of its diagonal entries.



Invariant subspace

Definition. An invariant subspaceof A is a subspaceV of Rn,
with the property:AV ⊆ V

Examples

1. If x is an eigenvector, then span{x} is an one-dimensional
invariant subspace.

2. Letx1, x2, . . . , xm be a set of independent eigenvectors
associated with eigenvaluesλ1, λ2, . . . , λm. Then
X = span({x1, x2, . . . , xm}) is an invariant subspace.

Invariant subspace in matrix form Let V = [v1, v2, . . . , vm] be
anyn-by-m matrix with linearly independent columns, and let
V = span{V }, ThenV is an invariant subspaceif and only if there
is anm-by-m matrixB such that

AV = V B.



Similarity transformation

Definitions.

• n × n matricesA andB aresimilar if there is ann × n

non-singular matrixX such thatB = X−1AX.

• A is unitarily similar to B if X is unitary.

Properties: Suppose thatA andB are similar:B = X−1AX.
Then

1. A andB have the same eigenvalues. In factpA(λ) ≡ pB(λ).

2. Ax = λx ⇒ B(X−1x) = λ(X−1x).

3. Bw = λw ⇒ A(Xw) = λ(Xw).



Basic task of eigenvalue computation

Let X1 ∈ Cn×k, k < n, be a matrix with linearly independent
columns that represents a nontrivial invariant subspace ofA, i.e.,

AX1 = X1B11

for somek × k matrixB11. Then letX2 be a matrix such that
X = (X1, X2) is nonsingular, then it’s easy to verify that

B = X−1AX =



B11 B12

0 B22


 .

In other words, we can useX1 to build a similarity transformation
to block trianguarlizeA.

=⇒ the basic task of eigenvalue computations is to find a
nontrivial invariant subspace!



Eigenvalue sensitivity

Let Ax = λx, yHA = λyH , andλ be the simple eigenvalue.
SupposeA is perturbed to˜

A ≡ A + δA, and consequentlyλ is
perturbed to˜

λ ≡ λ + δλ. If ‖δA‖2 = ǫ is sufficiently small, then

δλ =
yH(δA)x

yHx
+ O(ǫ2).

This implies

|δλ| ≤
‖y‖2‖x‖2

|yHx|
︸ ︷︷ ︸

cond(λ)

‖δA‖2 + O(ǫ2).


