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#### Abstract

There are numerous applications in physics, statistics and electrical circuit simulation where it is required to bound entries and the trace of the inverse and the determinant of a large sparse matrix. All these computational tasks are related to the central mathematical problem studied in this paper, namely, bounding the bilinear form $\boldsymbol{u}^{\mathrm{T}} f(A) \boldsymbol{v}$ for a given matrix $A$ and vectors $\boldsymbol{u}$ and $\boldsymbol{v}$, where $f$ is a given smooth function and is defined on the spectrum of $A$. We will study a practical numerical algorithm for bounding the bilinear form, where the matrix $\boldsymbol{A}$ is only referenced through matrix-vector multiplications. A Monte Carlo method is also presented to efficiently estimate the trace of the inverse and the determinant of a large sparse matrix.
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## 1. Introduction

The central problem studied in this paper is to estimate a lower bound $L$ and/or an upper bound $U$, such that

$$
\begin{equation*}
L \leqslant \boldsymbol{u}^{\mathrm{T}} f(A) \boldsymbol{v} \leqslant U \tag{1}
\end{equation*}
$$

where $A$ is a $n \times n$ given real matrix, $\boldsymbol{u}$ and $\boldsymbol{v}$ are given $n$-vectors, and $f$ is a given smooth function and is defined on the spectrum of the matrix $A$. For example, if $A$ is an $n \times n$ nonsingular matrix,

[^0]$f(\lambda)=1 / \lambda$, and $\boldsymbol{u}=\boldsymbol{v}=\boldsymbol{e}_{i}$, the $i$ th column of the identity matrix $I$, then $\boldsymbol{u}^{\mathrm{T}} f(A) \boldsymbol{v}=\left(A^{-1}\right)_{i i}$. The problem (1) is to bound the $i$ th diagonal element of the inverse of the matrix $A$. If we take the sum of all diagonal elements of the inverse of the matrix $A$, then a related problem is to estimate bounds on the trace of the inverse of $A, \operatorname{tr}\left(A^{-1}\right)$. Later, we will see that estimating bounds of the determinant $\operatorname{det}(A)$ of $A$ is also a related problem.

When the matrix size $n$ is small, say $n \leqslant 200$, we can compute the quantity $\boldsymbol{u}^{\mathrm{T}} f(A) \boldsymbol{v}$ explicitly by using dense matrix computation methods [8]. In general, such methods may require $\mathcal{O}\left(n^{2}\right)$ memory storage and $\mathcal{O}\left(n^{3}\right)$ floating point operations. Therefore, when $n$ is large, it is impractical to compute $\boldsymbol{u}^{\mathrm{T}} f(A) \boldsymbol{v}$ explicitly. In this paper, we will study numerical methods in which the matrix in question is only referenced in the form of matrix-vector products. Because of this feature, the methods are well-suited for large sparse matrices or large structured dense matrices for which matrix-vector products can be computed cheaply. They will normally take about $\mathcal{O}(3 n+\kappa)$ words of memory and $\mathcal{O}(j v)$ floating point operations, where $\kappa$ is the required memory for storing the matrix and/or forming matrix-vector products, $v$ is the cost of matrix-vector product and $j$ is the number of iterations.

Using variational principles, Robinson and Wathen have studied a special case of the problem (1), namely, bounding the entries of the inverse of a matrix [18]. Golub, Meurant and Strakos have studied the problem (1) when the matrix $A$ is symmetric positive definite [6,7]. They closely examined the application of their approach for bounding the entries of the inverse of a matrix. Quadrature rules, orthogonal polynomial theory and the underlying Lanczos procedure are the tools used in their approach.

In this paper, we will follow the work in [6, 7] and further develop it in the following aspects. First, we will discuss some practical implementation issues of algorithms. Second, we will show how to use the proposed algorithms for bounding the quantities $\left(A^{-1}\right)_{i j}, \operatorname{tr}\left(A^{-1}\right)$ and $\operatorname{det}(A)$, where the matrix $A$ is not necessarily symmetric positive definite. Third, we will present a Monte Carlo approach for estimating the quantities $\operatorname{tr}\left(A^{-1}\right)$ and $\operatorname{det}(A)$, which significantly reduces the computational cost and obtain a truly practical method for dealing with large-scale matrices.

A number of applications of problem (1) have been discussed in [7], such as estimating the accuracy of the CG method for solving large linear systems of equations and solving constraint quadratic optimization. New sources of applications are in the fields of fractals [19, 12, 22] and lattice Quantum Chromodynamics (QCD) [10, 20, 2]. In fact, the QCD applications are the main motivation of our current studies. It is said that a large fraction of the world's supercomputer time is being consumed by physicists in lattice QCD to meet their stringent numerical computation demands. Some of their computational kernels are focused on solving large scale matrix computation problems, such as computing the trace of the inverse and the determinant of matrices of order millions. Numerical analysts have been advised for years that these quantities are too numerically sensitive to compute. Computational physicists, with little or no help from numerical analysts, have developed numerical techniques to compute these quantities. In this paper, we aim to develop practical numerical techniques to tackle these difficult matrix computation problems that have eluded us for years. We believe that our approaches are more efficient than those currently being used by practitioners.

The rest of this paper is organized as follows: In Section 2, we review the basic idea of algorithms presented in [6,7], and discuss a number of practical implementation issues of algorithms. Section 3 discusses the applications of the approaches for estimating the bounds of the entries and
trace of the inverse of a matrix and the determinant. A Monte Carlo approach and the related confidence bounds are studied in Section 4. Section 5 collects some numerical results. This paper is concluded with open problems and future work.

## 2. Basic algorithm

In this section, we first review the approach presented in [6,7] for estimating the quantity $\boldsymbol{u}^{\mathrm{T}} f(A) \boldsymbol{v}$ and then discuss some implementation issues. We will assume that the matrix $A$ is symmetric positive definite. In the next section, we will show how to use these algorithms to bound the entries of the inverse of a matrix $A, \operatorname{tr}\left(A^{-1}\right)$ and $\operatorname{det}(A)$, where $A$ is not necessarily symmetric positive definite.

### 2.1. Main idea

The main idea of the approaches proposed in [6, 7] is to first transform the central problem (1) to a Riemann-Stieltjes integral problem, and then use quadrature rules to approximate the integral, which brings the orthogonal polynomial theory and the underlying Lanczos procedure into the picture. Let us go through the main idea. Since $A$ is symmetric, the eigen-decomposition of $A$ is given by $A=Q^{\mathrm{T}} \Lambda Q$, where $Q$ is an orthogonal matrix and $\Lambda$ is a diagonal matrix with increasingly ordered diagonal elements $\lambda_{i}$. Then

$$
\boldsymbol{u}^{\mathrm{T}} f(A) \boldsymbol{v}=\boldsymbol{u}^{\mathrm{T}} Q^{\mathrm{T}} f(\Lambda) Q \boldsymbol{v}=\tilde{\boldsymbol{u}}^{\mathrm{T}} f(\Lambda) \tilde{\boldsymbol{v}}=\sum_{i=1}^{n} f\left(\lambda_{i}\right) \tilde{u}_{i} \tilde{v}_{i}
$$

where $\tilde{\boldsymbol{u}}=\left(\tilde{u}_{i}\right) \equiv Q \boldsymbol{u}$ and $\tilde{\boldsymbol{v}}=\left(\tilde{v}_{i}\right) \equiv Q \boldsymbol{v}$. The last sum can be considered as a Riemann-Stieltjes integral

$$
I[f]=u^{\mathbf{T}} f(A) v=\int_{a}^{b} f(\lambda) \mathrm{d} \mu(\lambda),
$$

where the measure $\mu(\lambda)$ is a piecewise constant function defined by

$$
\mu(\lambda)= \begin{cases}0 & \text { if } \lambda<a=\lambda_{1} \\ \sum_{j=1}^{i} \tilde{u}_{j} \tilde{v}_{j} & \text { if } \lambda_{i} \leqslant \lambda<\lambda_{i+1}, \\ \sum_{j=1}^{n} \tilde{u}_{j} \tilde{v}_{j} & \text { if } b=\lambda_{n} \leqslant \lambda\end{cases}
$$

A way to obtain an estimate for the Riemann-Stieltjes integral is to use Gauss-type quadrature rules $[3,1]$. The general quadrature formula is of the form

$$
\begin{equation*}
I[f]=\sum_{j=1}^{N} \omega_{j} f\left(\theta_{j}\right)+\sum_{k=1}^{M} v_{k} f\left(\tau_{k}\right) \tag{2}
\end{equation*}
$$

where the weights $\left\{\omega_{j}\right\}$ and $\left\{v_{k}\right\}$ and the nodes $\left\{\theta_{j}\right\}$ are unknown and to be determined. The nodes $\left\{\tau_{k}\right\}$ are prescribed. The integration error (remainder) is

$$
R[f]=\int_{a}^{b} f(\lambda) \mathrm{d} \mu(\lambda)-I[f]
$$

If $M=0$, then it is the well-known Gauss rule. If $M=1$ and $\tau_{1}=a$ or $\tau_{1}=b$, it is the Gauss-Radau rule. If $M=2$ and $\tau_{1}=a$ and $\tau_{2}=b$, it is the Gauss-Lobatto rule. The sign of $R[f]$ determines whether the quadrature formula $I[f]$ is a lower bound (if $R[f]>0$ ) or an upper lower bound (if $R[f]<0$ ) of the quantity $\boldsymbol{u}^{\mathrm{T}} f(A) \boldsymbol{v}$.

We will focus on the case $\boldsymbol{u}=\boldsymbol{v}$ in the following discussion. In this case, the measure $\mu(\lambda)$ is a positive increasing piecewise constant function. We note that the case $\boldsymbol{u} \neq \boldsymbol{v}$ can be reduced to the case $\boldsymbol{u}=\boldsymbol{v}$ by the polarization expression

$$
\begin{equation*}
u^{\mathrm{T}} f(A) v=\frac{1}{4}\left(y^{\mathrm{T}} f(A) y-z^{\mathrm{T}} f(A) z\right) \tag{3}
\end{equation*}
$$

where $\boldsymbol{y}=\boldsymbol{u}+\boldsymbol{v}$ and $\boldsymbol{z}=\boldsymbol{u}-\boldsymbol{v}$.

### 2.2. Basic algorithm

Let us briefly recall how the weights and the nodes in the quadrature formula are obtained. First, we know that a sequence of polynomials $\left\{p_{i}(\lambda)\right\}_{i=0}^{\infty}$ can be defined such that they are orthonormal with respect to $\mu(\lambda)$, i.e.,

$$
\int_{a}^{b} p_{i}(\lambda) p_{j}(\lambda) \mathrm{d} \mu(\lambda)= \begin{cases}1 & \text { if } i=j, \\ 0 & \text { if } i \neq j,\end{cases}
$$

where it is assumed that $\int \mathrm{d} \mu=1$. The sequence of orthonormal polynomials satisfies a three-term recurrence

$$
\begin{equation*}
\gamma_{j} p_{j}(\lambda)=\left(\lambda-\alpha_{j}\right) p_{j-1}(\lambda)-\gamma_{j-1} p_{j-2}(\lambda), \tag{4}
\end{equation*}
$$

for $j=1,2, \ldots$ with $p_{-1}(\lambda) \equiv 0$ and $p_{0}(\lambda) \equiv 1$. Writing the recurrence in matrix form, we have

$$
\lambda \boldsymbol{p}(\lambda)=T_{j} \boldsymbol{p}(\lambda)+\gamma_{j} p_{j}(\lambda) \boldsymbol{e}_{j},
$$

where

$$
\boldsymbol{p}(\lambda)^{\mathrm{T}}=\left[p_{0}(\lambda), p_{1}(\lambda), \ldots, p_{j-1}(\lambda)\right], \quad \boldsymbol{e}_{j}^{\mathrm{T}}=[0,0, \ldots, 1]
$$

and

$$
T_{j}=\left(\begin{array}{ccccc}
\alpha_{1} & \gamma_{1} & & & \\
\gamma_{1} & \alpha_{2} & \gamma_{2} & & \\
& \gamma_{2} & \alpha_{3} & \ddots & \\
& & \ddots & \ddots & \gamma_{j-1} \\
& & & \gamma_{j-1} & \alpha_{j}
\end{array}\right)
$$

Then in the Gauss quadrature rule, the eigenvalues of $T_{j}$ (which are the zeros of $p_{j}(\lambda)$ ) are the nodes $\theta_{j}$. The weights $\omega_{j}$ are the squares of the first elements of the normalized (i.e., unit norm) eigenvectors of $T_{j}$ [1].

In the Gauss-Radau and Gauss-Lobatto rules, the nodes $\left\{\theta_{j}\right\},\left\{\tau_{k}\right\}$ and weights $\left\{\omega_{j}\right\},\left\{v_{j}\right\}$ come from eigenvalues and the squares of the first elements of the normalized eigenvectors of an adjusted tridiagonal matrix of $\tilde{T}_{j^{\prime}}$, which has the prescribed eigenvalues $a$ and/or $b$, i.e., $a$ and/or $b$ are roots of the polynomial $p_{j+1}(\lambda)[6]$.

To this end, we recall that the classical Lanczos procedure is an elegant way to compute the orthonormal polynomials $p_{j}(\lambda)[14,6]$. We have the following algorithm in summary form.

Algorithm 1. Suppose $A \in \mathbb{R}^{n \times n}$ is symmetric positive definite and $\lambda(A) \subset[a, b], \boldsymbol{u} \in \mathbb{R}^{n}$ and $f$ is a smooth function in the interval $[a, b]$. Then the following algorithm computes a lower bound $L$ and/or an upper bound $U$ of the quantity $\boldsymbol{u}^{\mathrm{T}} f(A) \boldsymbol{u}$ by using the Gauss, Gauss-Radau or Gauss-Lobatto rules.

- Let $\boldsymbol{x}_{0}=\boldsymbol{u} /\|\boldsymbol{u}\|_{2}$, and $\boldsymbol{x}_{-1}=0$ and $\gamma_{0}=0$
- For $j=1,2, \ldots$, until convergence

1. $\alpha_{j}=x_{j-1}^{\mathrm{T}} A \boldsymbol{x}_{j-1}$
2. $\boldsymbol{r}_{j}=A \boldsymbol{x}_{j-1}-\alpha_{j} \boldsymbol{x}_{j-1}-\gamma_{j-1} x_{j-2}$
3. $\gamma_{j}=\left\|\boldsymbol{r}_{j}\right\|_{2}$
4. For Gauss-Radau or Gauss-Lobatto rules, adjust $T_{j}$ to have the prescribed eigenvalue (s) $a$ and/or $b$, denote the resulting matrix $\tilde{T}_{j^{\prime}}$ (see Remark 3 below)
5. Compute eigenvalues $\theta_{k}$ and the first elements $\omega_{k}$ of the eigenvectors of $\tilde{T}_{j^{\prime}}$
6. Compute $I_{j}=\sum_{k=1}^{j^{\prime}} \omega_{k}^{2} f\left(\theta_{k}\right)$
7. If using the Gauss-Radau rule, repeat steps 5-7 once
8. Check for convergence (see Remark 4 below), continue if necessary
9. $\boldsymbol{x}_{\boldsymbol{j}}=\boldsymbol{r}_{\boldsymbol{j}} / \gamma_{j}$

- End
- $L=\|\boldsymbol{u}\|_{2}^{2} I_{j}$ and/or $U=\|\boldsymbol{u}\|_{2}^{2} I_{j}$

The following remarks are in order:
Remark 1. For the Gauss-Radau and Gauss-Lobatto rules, we need to find an interval [a,b] such that $\lambda(A) \subset[a, b]$. A simple way to find $a$ and $b$ is to use Gerschgorin circles. If the lower bound computed by the Gerschgorin circles is less than or equal to 0 , we simply set $a$ to be a small number (say $10^{-4}$ ).

Other sophisticated algorithms exist for estimating $a$ and $b$. For example, we can use the Lanczos method for estimating the extreme eigenvalues [8].

Remark 2. On the return of the algorithm, for the Gauss rule, from the expression of $R[f]$, we know that if $f^{(2 n)}(\xi)>0$ for any $n$ and $\xi, a<\xi<b$, then $I_{j}$ is a lower bound $L$.

For the Gauss-Radau rule, if $f^{(2 n+1)}(\xi)<0$ for any $n$ and $\xi, a<\xi<b$, then $I_{j}$ (with $b$ as a prescribed eigenvalue of $\tilde{T}_{j^{\prime}}$ ) is a lower bound $L$, and $I_{j}$ (with $a$ as a prescribed eigenvalue of $\tilde{T}_{j^{\prime}}$ ) is an upper bound $U$.

For the Gauss-Lobatto rule, if $f^{(2 n)}(\xi)>0$ for any $n$ and $\xi, a<\xi<b$, then $I_{j}$ is an upper bound $U$.

Remark 3. If the Gauss rule is used, no adjustment of the tridiagonal matrix $T_{j}$ is necessary, i.e., $\tilde{T}_{j^{\prime}}=T_{j}$.

If the Gauss-Radau rule is used, steps 5-7 are executed twice. We need to construct the polynomial $p_{j+1}(\lambda)$ such that $p_{j+1}(a)=0$ and $p_{j+1}(b)=0$, respectively, i.e., we need to extend the matrix $T_{j}$ to

$$
\tilde{T}_{j^{\prime}}=\left[\begin{array}{cc}
T_{j} & \gamma_{j} e_{j} \\
\gamma_{j} e_{j}^{\mathrm{T}} & \phi
\end{array}\right],
$$

where the parameter $\phi$ is chosen such that $a$ and $b$ is an eigenvalue of $\widetilde{T}_{j^{\prime}}$, respectively. From [4, 6], we know that $\phi=a+\delta_{j}$ and $\phi=b+\delta_{j}$, respectively, where $\delta_{j}$ is the last component of the solution $\boldsymbol{\delta}$ of the tridiagonal system

$$
\left(T_{j}-a I\right) \boldsymbol{\delta}=\gamma_{j}^{2} \boldsymbol{e}_{j} \quad \text { or } \quad\left(T_{j}-b I\right) \boldsymbol{\delta}=\gamma_{j}^{2} e_{j} .
$$

If the Gauss-Lobatto rule is used, we need to construct $p_{j+1}(\lambda)$ such that $p_{j+1}(a)=p_{j+1}(b)=0$, i.e., $T_{j}$ is updated to

$$
\tilde{T}_{j^{\prime}}=\left[\begin{array}{cc}
T_{j} & \psi e_{j} \\
\psi e_{j}^{\mathrm{T}} & \phi
\end{array}\right]
$$

where the parameters $\phi$ and $\psi$ are chosen so that $a$ and $b$ are eigenvalues of $\tilde{T}_{j^{\prime}}$. Again, from [4, 6], we know that

$$
\phi=\frac{\delta_{j} b-\mu_{j} a}{\delta_{j}-\mu_{j}} \quad \text { and } \quad \psi^{2}=\frac{b-a}{\delta_{j}-\mu_{j}},
$$

where $\delta_{j}$ and $\mu_{j}$ are the last components of the solutions $\boldsymbol{\delta}$ and $\boldsymbol{\mu}$ of the tridiagonal systems

$$
\left(T_{j}-a I\right) \delta=e_{j} \quad \text { and } \quad\left(T_{j}-b I\right) \boldsymbol{\mu}=e_{j} .
$$

Remark 4. As for any iterative method, we first should have a parameter maxit to limit the maximum number of the iterations (i.e., $j<$ maxit). The following stopping criterion may be used:

$$
\left|I_{j}-I_{j-1}\right| \leqslant \varepsilon\left|I_{j}\right|,
$$

where $\varepsilon$ is a user specified tolerance value. This criterion tells that for the approximation $I_{j}$ to the lower bound $L$ or the upper bound $U$, we have

$$
\left|L-I_{j}\right| \leqslant\left|L-I_{j-1}\right|+\varepsilon\left|I_{j}\right| \quad \text { or } \quad\left|U-I_{j}\right| \leqslant\left|U-I_{j-1}\right|+\varepsilon\left|I_{j}\right| .
$$

Therefore, the iteration stops if the error is no longer decreasing or decreasing too slowly.
Remark 5. The combination of the steps $1-4$ and 10 is a step of the standard symmetric Lanczos procedure. Note that the matrix $A$ in question is only referenced here in the form of the matrix-vector product. The Lanczos procedure can be implemented with only $3 n$-vectors in the fast memory [8]. This is the major storage requirement for the algorithm and is an attractive feature for large-scale problems.

Remark 6. As pointed out in $[6,7]$, we need not always explicitly compute the eigenvalues and eigenvectors of the tridiagonal matrix $\tilde{T}_{j^{\prime}}$. It can be shown that

$$
\begin{equation*}
\sum_{k=1}^{j^{\prime}} \omega_{k}^{2} f\left(\theta_{k}\right)=\mathrm{e}_{1}^{\mathrm{T}} f\left(\tilde{T}_{j^{\prime}}\right) e_{1} . \tag{5}
\end{equation*}
$$

Therefore, in the case where the $(1,1)$ entry of $f\left(\tilde{T}_{j^{\prime}}\right)$ can easily be computed, the computation of the eigenvalues and eigenvectors of $\widetilde{T}_{j^{\prime}}$ is not necessary (see Section 3 ).

## 3. Bounds on the quantities $\left(A^{-1}\right)_{i j}, \operatorname{tr}\left(A^{-1}\right)$ and $\operatorname{det}(A)$

In this section, we show how to use Algorithm 1 (presented in Section 2) by bounding the quantities $\left(A^{-1}\right)_{i j}, \operatorname{tr}\left(A^{-1}\right)$ and $\operatorname{det}(A)$. We first discuss the case where the matrix $A$ is symmetric positive definite and then extend to the case where the matrix $A$ is not symmetric positive definite.

### 3.1. Matrix $A$ is symmetric positive definite

### 3.1.1. Bounds on $\left(A^{-1}\right)_{i i}$

To bound a diagonal element of the inverse of $A,\left(A^{-1}\right)_{i i}$, for a given $i, 1 \leqslant i \leqslant n$, we let $\boldsymbol{u}=\boldsymbol{v}=\boldsymbol{e}_{\boldsymbol{i}}$ and $f(\lambda)=1 / \lambda, 0<a<\lambda<b$, then $\boldsymbol{u}^{\mathrm{T}} f(A) \boldsymbol{u}=\left(A^{-1}\right)_{i i}$. Note that $f^{(2 n+1)}(\lambda)=-(2 n+1)$ ! $\lambda^{-(2 n+2)}$ and $f^{(2 n)}(\lambda)=(2 n)!\lambda^{-(2 n+1)}$. By Algorithm 1 with the Gauss rule, at convergence, $I_{j}$ gives a lower bound $L$ of $\left(A^{-1}\right)_{i i}$. With the Gauss-Radau rule, we obtain both lower bound $L$ and upper bound $U$ of the diagonal entry $\left(A^{-1}\right)_{i i}$. The Gauss-Lobatto rule will give an upper bound $U$ of $\left(A^{-1}\right)_{i i}$.

In this case, we can avoid computing the eigenvalues and eigenvectors of the tridiagonal matrix $\tilde{T}_{j^{\prime}}$ explicitly. From Eq. (5), we only need to compute the (1,1) element of $\left(\tilde{T}_{j^{\prime}}\right)^{-1}$, which can be computed recursively. The formulation detail has been worked out in [6].

### 3.1.2. Bounds on $\left(A^{-1}\right)_{i j}$

If $\boldsymbol{u}=\boldsymbol{e}_{i}$ and $\boldsymbol{v}=\boldsymbol{e}_{j}$ and $f(\lambda)=1 / \lambda, 0<a<\lambda<b$, then $\boldsymbol{u}^{\mathrm{T}} f(A) \boldsymbol{v}=\left(A^{-1}\right)_{i j}$. Using (3), we have

$$
\left(A^{-1}\right)_{i j}=\frac{1}{4}\left(y^{\mathrm{T}} A^{-1} y-z^{\mathrm{T}} A^{-1} z\right)
$$

where $\boldsymbol{y}=\boldsymbol{e}_{i}+\boldsymbol{e}_{j}$ and $z=\boldsymbol{e}_{i}-\boldsymbol{e}_{j}$. Thus, the bounds for off-diagonal entry $\left(A^{-1}\right)_{i j}$ can also be obtained by using Algorithm 1 .

### 3.1.3. Bounds on $\operatorname{tr}\left(A^{-1}\right)$

We know from above that a lower bound $L_{i}$ and/or upper bound $U_{i}$ can be estimated for each diagonal element $\left(A^{-1}\right)_{i i}, i=1,2, \ldots, n$. Thus, a lower bound of $\operatorname{tr}\left(A^{-1}\right)$ is given by $\sum_{i=1}^{n} L_{i}$ and an upper bound is given by $\sum_{i=1}^{n} U_{i}$. However, this would require executing Algorithm $1 n$ times. Although it only takes about $\mathcal{O}(j v)$ flops (the main cost is for the matrix-vector product) to run Algorithm 1 once, if we run the algorithm $n$ times, it will cost $\mathcal{O}(n j v)$ flops. It ends up with the same computational complexity as the dense matrix computation methods which is unacceptable in practice. In the next section, we will propose a Monte Carlo approach to estimate $\operatorname{tr}\left(A^{-1}\right)$ which
only requires executing Algorithm $1 m$ times, where $m$ is significantly smaller than $n$, say $m=30$ to 50. It results in a significant saving in terms of computational costs.

### 3.1.4. Bounds on $\operatorname{det}(A)$

It can easily be verified by using the eigen-decomposition that for a symmetric positive-definite matrix $A$ :

$$
\begin{equation*}
\ln (\operatorname{det}(A))=\operatorname{tr}(\ln (A)) \tag{6}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\operatorname{det}(A)=\exp (\operatorname{tr}(\ln (A))) \tag{7}
\end{equation*}
$$

Therefore, if we let $f(\lambda)=\ln \lambda$, then the problem of estimating $\operatorname{det}(A)$ is reduced to bound the trace of the matrix natural logarithm function $\ln (A)$, i.e., $\sum_{i=1}^{n}(\ln (A))_{i i}$. Note that $f^{(2 n+1)}(\lambda)=(2 n)!\lambda^{-(2 n+1)}>0$ and $f^{(2 n)}(\lambda)=-(2 n-1)!\lambda^{-(2 n)}<0$ for any $n$ and $0<a<\lambda<b$, then we know that by applying Algorithm 1 with the Gauss rule, at convergence, $I_{j}$ gives an upper bound $U_{i}$ of $(\ln (A))_{i i}$. A lower bound $L_{i}$ and an upper bound $U_{i}$ of $(\ln (A))_{i i}$ can be obtained by using Algorithm 1 with the Gauss-Radau rule. A lower bound of $U_{i}$ can be obtained by using Algorithm 1 with the Gauss-Lobatto rule.

However, if we try to bound each $(\ln (A))_{i i}$ for $1 \leqslant i \leqslant n$, it requires running Algorithm $1 n$ times and could be too costly to use in practice. The Monte Carlo approach to be discussed in Section 4 will relieve this computational burden in practice.

### 3.2. Matrix $A$ is not symmetric positive definite

In some applications, such as in lattice QCD , the matrix $A$ involved may not be symmetric positive definite. It may not even be symmetric. In this section, we show how we can use the techniques developed in Section 2 to bound $\left(A^{-1}\right)_{i j}, \operatorname{tr}\left(A^{-1}\right)$, and $\operatorname{det}(A)$, where $A$ is nonsymmetric positive definite. The main observation of such a transformation is rather simple. Note that if $A$ is nonsingular, then $A^{\mathbf{T}} A$ is symmetric positive definite, and furthermore, from $\left(A^{\mathbf{T}} A\right)^{-1} A^{\mathrm{T}} A=I$, we have

$$
\begin{equation*}
A^{-1}=\left(A^{\mathrm{T}} A\right)^{-1} A^{\mathrm{T}} \tag{8}
\end{equation*}
$$

Of course, in practice, we will never form the matrix $A^{\mathrm{T}} A$ explicitly. The matrix-vector product $A^{\mathbf{T}} A \boldsymbol{x}$ is computed in two matrix-vector products. An alternative approach is to apply Lanczos procedure to bidiagonalize $A$ [8].

### 3.2.1. Bounds on $\left(A^{-1}\right)_{i j}$

From (8), we have

$$
e_{i}^{\mathrm{T}} A^{-1} e_{j}=e_{i}^{\mathrm{T}}\left(A^{\mathrm{T}} A\right)^{-1} A^{\mathrm{T}} e_{j}=e_{i}^{\mathrm{T}}\left(A^{\mathrm{T}} A\right)^{-1} \mathbf{v}
$$

where $\boldsymbol{v}=\boldsymbol{A}^{\mathrm{T}} \boldsymbol{e}_{\boldsymbol{j}}$. Therefore, by expression (3), Algorithm 1 can be used to estimate the bounds on any entries of the inverse of the matrix $A$ with $f(\lambda)=1 / \lambda$, and $u=e_{i}$ and $v=A^{\mathrm{T}} e_{j}$.

### 3.2.2. Bounds on $\operatorname{tr}\left(A^{-1}\right)$

In order to bound $\operatorname{tr}\left(A^{-1}\right)$, observe that

$$
\operatorname{tr}\left(A^{-1}\right)=\frac{1}{2} \operatorname{tr}\left(A^{-1}+A^{-\mathrm{T}}\right)=\frac{1}{2} \operatorname{tr}\left(\left(A^{\mathrm{T}} A\right)^{-1} A^{\mathrm{T}}+A\left(A^{\mathrm{T}} A\right)^{-1}\right)
$$

and

$$
\begin{aligned}
e_{i}^{\mathrm{T}}\left(\left(A^{\mathrm{T}} A\right)^{-1} A^{\mathrm{T}}+A\left(A^{\mathrm{T}} A\right)^{-1}\right) e_{i} & =e_{i}^{\mathrm{T}}\left(A^{\mathrm{T}} A\right)^{-1} A^{\mathrm{T}} e_{i}+e_{i}^{\mathrm{T}} A\left(A^{\mathrm{T}} A\right)^{-1} e_{i} \\
& =e_{i}^{\mathrm{T}}\left(A^{\mathrm{T}} A\right)^{-1} v+v^{\mathrm{T}}\left(A^{\mathrm{T}} A\right)^{-1} e_{i} \\
& =2 e_{i}^{\mathrm{T}}\left(A^{\mathrm{T}} A\right)^{-1} v,
\end{aligned}
$$

where $\boldsymbol{v}=A^{\mathrm{T}} e_{i}$. From these relations, we see that Algorithm 1 can be used to estimate bounds on $e_{i}^{\mathrm{T}}\left(A^{\mathrm{T}} A\right)^{-1} v$ with expression (3). Furthermore, since $\left(A^{\mathrm{T}} A\right)^{-1} A^{\mathrm{T}}+A\left(A^{\mathrm{T}} A\right)^{-1}$ is symmetric, we can apply Monte Carlo approach in Section 4, which requires the matrix to be symmetric.

### 3.2.3. Bounds on $\operatorname{det}(A)$

Let Eq. (6) apply to the matrix $A^{\mathrm{T}} A$ where we assume $A$ is nonsingular, then we have

$$
\operatorname{det}\left(A^{\mathrm{T}} A\right)=\exp \left(\operatorname{tr}\left(\ln \left(A^{\mathrm{T}} A\right)\right)\right)
$$

On the other hand, by the property of determinant, we have

$$
\operatorname{det}\left(A^{\mathrm{T}} A\right)=\operatorname{det}\left(A^{\mathrm{T}}\right) \operatorname{det}(A)=(\operatorname{det}(A))^{2} .
$$

Therefore, let $f(\lambda)=\ln \lambda$, we can estimate $\operatorname{tr}\left(f\left(A^{\mathbf{T}} A\right)\right)$ using the approach described in Section 3, and then

$$
\operatorname{det}(A)= \pm \sqrt{\exp \left(\operatorname{tr}\left(\ln \left(A^{\mathrm{T}} A\right)\right)\right)}
$$

The drawback with this approach is that the sign of the determinant is lost. But in the QCD application, we know the sign of the determinant in advance from the physical properties of the matrix involved [16, 20].

## 4. Monte Carlo approach and confidence interval

In this section, we will develop a Monte Carlo approach for bounding the quantity $\operatorname{tr}(f(A))$. Instead of applying Algorithms $1 n$ times for each diagonal element $f(A)_{i i}$, the Monte Carlo approach only applies Algorithm $1 m$ times to obtain an unbiased estimator of $\operatorname{tr}(f(A))$, where $m \ll n$. The saving in computational costs is significant. Probabilistic confidence bounds for the unbiased estimator are also presented in this section.

### 4.1. Theory

The Monte Carlo approach is based on the following proposition [11, 2].

Proposition 4.1. Let $H$ be an $n \times n$ symmetric matrix with $\operatorname{tr}(H) \neq 0$. Let $V$ be the discrete random variable which takes the values 1 and -1 each with probability 0.5 and let $z$ be a vector of $n$ independent samples from $V$. Then $z^{\mathrm{T}} \mathrm{Hz}$ is an unbiased estimator of $\operatorname{tr}(H)$, i.e.,

$$
E\left(z^{\mathrm{T}} H z\right)=\operatorname{tr}(H)
$$

and

$$
\operatorname{var}\left(z^{\mathrm{T}} H z\right)=2 \sum_{i \neq j} h_{i j}^{2}
$$

As shown in Section 3, the problems of estimating the bounds of $\operatorname{tr}\left(A^{-1}\right)$ and $\operatorname{det}(A)$ are reduced to bounding the trace of a symmetric matrix $H$, which is a function of $A$. Specifically, when $A$ is symmetric positive definite, $H=A^{-1}$ or $H=\ln A$. When $A$ is not symmetric positive definite, $H=A^{-1}+A^{-\mathbf{T}}$ and $H=\ln \left(A^{\mathrm{T}} A\right)$. Therefore, we can use Proposition 4.1 to obtain an unbiased estimator of $\operatorname{tr}(H)$.

In practice, we take $m$ sample vectors $z_{i}$ as described in Proposition 4.1, and then use Algorithm 1 (see Section 2) to obtain a lower bound $L_{i}$ and an upper bound $U_{i}$ of the quantity $z_{i}^{\mathrm{T}} H z_{i}$,

$$
\begin{equation*}
L_{i} \leqslant z_{i}^{\mathrm{T}} H z_{i} \leqslant U_{i} \tag{9}
\end{equation*}
$$

and furthermore, we have $E\left(z_{i}^{\mathrm{T}} H z_{i}\right)=\operatorname{tr}(H)$, for $i=1,2, \ldots, m$. By taking the mean of the $m$ computed lower and upper bounds $L_{i}$ and $U_{i}$, we have

$$
\begin{equation*}
\frac{1}{m} \sum_{i=1}^{m} L_{i} \leqslant \frac{1}{m} \sum_{i=1}^{m} z_{i}^{\mathrm{T}} H z_{i} \leqslant \frac{1}{m} \sum_{i=1}^{m} U_{i} \tag{10}
\end{equation*}
$$

It is natural to expect that with a suitable sample size $m$, the mean of the computed bounds yields a good estimation of the quantity $\operatorname{tr}(H)$.

To quantitatively assess the quality of such estimation, we now turn to the question of confidence bounds of the estimation. In other words, we want to find an interval so that the exact value of $\operatorname{tr}(H)$ is in such interval with probability $p$, where $0<p<1$. There is a Hoeffding's exponential inequality in probability theory which can be used to derive such confidence bounds [17].

Proposition 4.2 (Hoeffding's inequality). Let $w_{1}, w_{2}, \ldots, w_{m}$ be independent random variables with zero means and bounded ranges $a_{i} \leqslant w_{i} \leqslant b_{i}$. Then for each $\eta>0$,

$$
P\left(w_{1}+w_{2}+\cdots+w_{m} \geqslant \eta\right) \leqslant \exp \left(\frac{-2 \eta^{2}}{\sum_{i=1}^{m}\left(b_{i}-a_{i}\right)^{2}}\right)
$$

and

$$
P\left(\left|w_{1}+w_{2}+\cdots+w_{m}\right| \geqslant \eta\right) \leqslant 2 \exp \left(\frac{-2 \eta^{2}}{\sum_{i=1}^{m}\left(b_{i}-a_{i}\right)^{2}}\right)
$$

To apply Hoeffding's inequality, we let $w_{i}=z_{i}^{\mathrm{T}} H z_{i}-\operatorname{tr}(H)$. Since $z_{i}$ are taken as independent random vectors, $w_{i}$ are independent random variables. From Proposition 4.1, $w_{i}$ has zero means (i.e. $E\left(w_{i}\right)=0$ ). Furthermore, from (9), we also know that $w_{i}$ has bounded ranges

$$
L_{\min }-\operatorname{tr}(H) \leqslant w_{i} \leqslant U_{\max }-\operatorname{tr}(H)
$$

for all $i, 1 \leqslant i \leqslant m$, where $U_{\max }=\max \left\{U_{i}\right\}$ and $L_{\min }=\min \left\{L_{i}\right\}$.

Hence, by Hoeffding's inequality, we have the following probabilistic bounds for the mean of $m$ samples $z_{i}^{T} H z_{i}$,

$$
\begin{equation*}
P\left(\left|\frac{1}{m} \sum_{i=1}^{m} z_{i}^{\mathrm{T}} H z_{i}-\operatorname{tr}(H)\right| \geqslant \frac{\eta}{m}\right) \leqslant 2 \exp \left(\frac{-2 \eta^{2}}{d}\right) \tag{11}
\end{equation*}
$$

where $d=m\left(U_{\max }-L_{\min }\right)^{2}$ and $\eta>0$ is a tolerance value, which is related to the probability on the right-hand side of the inequality. In other words, inequality (11) tells us that

$$
P\left(\frac{1}{m} \sum_{i=1}^{m} z_{i}^{\mathrm{T}} H z_{i}-\frac{\eta}{m}<\operatorname{tr}(H)<\frac{1}{m} \sum_{i=1}^{m} z_{i}^{\mathrm{T}} H z_{i}+\frac{\eta}{m}\right)>1-2 \exp \left(\frac{-2 \eta^{2}}{d}\right) .
$$

Then from the bounds (10), we have

$$
\begin{equation*}
P\left(\frac{1}{m} \sum_{i=1}^{m} L_{i}-\frac{\eta}{m}<\operatorname{tr}(H)<\frac{1}{m} \sum_{i=1}^{m} U_{i}+\frac{\eta}{m}\right)>1-2 \exp \left(\frac{-2 \eta^{2}}{d}\right) . \tag{12}
\end{equation*}
$$

Therefore, we conclude that the trace of $H$ is in the interval

$$
\left(\frac{1}{m} \sum_{i=1}^{m} L_{i}-\frac{\eta}{m}, \frac{1}{m} \sum_{i=1}^{m} U_{i}+\frac{\eta}{m}\right),
$$

with probability $1-2 \exp \left(-2 \eta^{2} / d\right)$.
If we specify the probability $p$ in (12), i.e. $p=1-2 \exp \left(-2 \eta^{2} / d\right)$, then solving this equality for $\eta / m$, yields

$$
\begin{equation*}
\frac{\eta}{m}=\sqrt{-\frac{1}{2 m}\left(U_{\max }-L_{\min }\right)^{2} \ln \left(\frac{1-p}{2}\right)} \tag{13}
\end{equation*}
$$

Since $\left(U_{\max }-L_{\min }\right)^{2}$ is bounded by $2 n^{2}\|H\|^{2}$, we see that with a fixed value of $p, \eta / m \rightarrow 0$ as $m \rightarrow \infty$, i.e., the confidence interval is essentially given by the means of the computed bounds.

### 4.2. Algorithm

We now present a Monte Carlo algorithm which computes an unbiased estimator $\operatorname{fr} \operatorname{tr}(f(A))$ where $A$ is symmetric positive definite. The algorithm will also return a confidence interval with user specified probability. Algorithms for the nonsymmetric positive-definite case can be developed in a similar framework using the strategies discussed in Section 3.

First, we note that, heuristically, the means of $L_{i}$ and $U_{i}$ are very sharp bounds of $z_{i}^{\mathrm{T}} A z_{i}$, which is an unbiased estimator of $\operatorname{tr}(H)$. It would be ideal if we could have a sharp confidence interval, i.e., $\eta / m$ is small. However, from Eq. (13), we may have to choose quite a large number of samples $m$. It would be too expensive to run such a large number of samples. Instead, we suggest to choose a fixed number of samples $m$ and the probability $p$ to compute the corresponding confidence interval. Here is the algorithm based on the Monte Carlo approach.

Algorithm 2. Suppose $A \in \mathbb{R}^{n \times n}$ is symmetric positive definite and $\lambda(A) \subset[a, b]$. Let $m$ be a chosen number of samples. Then the following algorithm computes (a) an unbiased estimator $I_{p}$ of the
quantity $\operatorname{tr}\left(f(A)\right.$ ), and (b) a confidence interval $\left(L_{p}, U_{p}\right)$ such that $\operatorname{tr}(f(A)) \in\left(L_{p}, U_{p}\right)$ with a user specified probability $p$, where $0<p<1$.

1. For $j=1,2, \cdots, m$
2. Generate $n$-vector $z_{j}$ whose elements are uniformly distributed in the interval $(0,1)$.
3. For $i=1: n$, if $z_{j}(i)<0.5$, then $z_{j}(i)=-1$, otherwise, $z_{j}(i)=1$.
4. Apply Algorithm 1 with Gauss-Radau rule to obtain a lower bound $L_{j}$ and an upper bound $U_{j}$ of the quantity $z_{j}^{\mathrm{T}} f(A) z_{j}$
5. $I(j)=\frac{1}{2 j} \sum_{i=1}^{j}\left(L_{i}+U_{i}\right)$
6. $L_{\text {min }}=\min \left\{L_{\text {min }}, L_{j}\right\}$
7. $U_{\max }=\max \left\{U_{\max }, U_{j}\right\}$
8. $\eta^{2}=-0.5 j\left(U_{\max }-L_{\min }\right)^{2}(\ln (1-p) / 2)$
9. $L_{p}(j)=\frac{1}{j} \sum_{i=1}^{j} L_{i}-\frac{\eta}{j}$
10. $U_{p}(j)=\frac{1}{j} \sum_{i=1}^{j} U_{i}+\frac{\eta}{j}$
11. End
12. $I_{p}=I(m)$
13. $L_{p}=L_{p}(m)$
14. $U_{p}=L_{p}(m)$

## 5. Numerical examples

All algorithms are implemented in Matlab 4.2 with sparse matrix computation functions. The tolerance value $\varepsilon$ for the stopping criterion of Algorithm 1 is set to be $10^{-4}$. The bounds $a$ and $b$ for eigenvalues of $A$ are estimated by the Gerschgorin circle theorem. It is observed that the convergence behavior of the algorithm is less sensitive to the values $a$ and $b$. The poor estimation of $a$ and $b$ usually only adds a few more iterations. The so-called "exact" values reported in this section are the quantities computed by using full dense or direct sparse matrix computation methods. For example, the trace of the inverse of a matrix is computed by first computing the inverse explicitly and then compute the trace. All numerical experiments are carried out on an SUN Sparc 10 workstations with IEEE double precision floating point operations.

### 5.1. Bounds on $\left(A^{-1}\right)_{i i}$ and $\left(A^{-1}\right)_{i j}$

Example 1 (Linear heat flow matrix). This test matrix is from [15]. The matrix is from the discretization of the linear heat flow problem using the simplest implicit finite difference method. The coefficient matrix $A$ of the resulted linear system of equations is a $k^{2} \times k^{2}$ block tridiagonal matrix

$$
A=\left(\begin{array}{ccccc}
D & C & & & \\
C & D & C & & \\
& C & D & \ddots & \\
& & \ddots & \ddots & C \\
& & & C & D
\end{array}\right)
$$

Table 1

| Linear heat flow matrix, $n=900$ <br> $\left(A^{-1}\right)_{i i}$ <br> $i$ |  |  |  |  |  | "Exact" value | Gauss-Radau | Iter | Lower bound $L_{i}$ | Upper bound $U_{i}$ | $U_{i}-L_{i}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  |  |  |  |  |  |  |  |  |  |  |

where $D$ is a $k \times k$ tridiagonal matrix

$$
D=\left(\begin{array}{ccccc}
1+4 v & -v & & & \\
-v & 1+4 v & -v & & \\
& -v & 1+4 v & \ddots & \\
& & \ddots & \ddots & -v \\
& & & -v & 1+4 v
\end{array}\right)
$$

and $C=\operatorname{diag}(-v,-v, \ldots,-v), v=\Delta t / h^{2}, \Delta t$ is timestep, $h$ is spacing interval. It can be shown that $A$ is symmetric positive definite for $v>0$.

Table 1 shows the computed bounds for some diagonal elements of the matrix $A$ with $n=900$ by Algorithm 1. In fact, the diagonal elements of the inverse of $A$ only have three different values corresponding to the 3,4 or 5 nonzeros in the rows of the original matrix. In [18], formulations for the bounds of three different values of the diagonal elements of the inverse of $A$ are given. Using their formulas, we have the bounds for the three representative values of the diagonal elements of the inverse of $A$, where $v=0.2$ and $\operatorname{cond}(A)=2.5853$.

$$
\begin{aligned}
& 5.676320033658228 e-01<\left(A^{-1}\right)_{1,1}<5.750190403655749 e-01 \\
& 5.730060434231142 e-01<\left(A^{-1}\right)_{22,22}<5.866283249460820 e-01 \\
& 5.786555786555786 e-01<\left(A^{-1}\right)_{32,32}<5.974842767295597 e-01
\end{aligned}
$$

It clearly shows that the bounds $L_{i}$ and $U_{i}$ are much sharper bounds. In addition, Algorithm 1 is a very efficient algorithm, it only takes 4 iterations to obtain convergent bounds.

For bounding the off-diagonal elements, we use formula (3) and Algorithm 1. Table 2 shows the computed bounds.

Example 2 (Vicsek fractal Hamiltonian (VFH) matrix). This test matrix is from the transverse vibration of a Vicsek fractal [13, 19, 12]. The fractal is self-similarly constructed. The first generator of the Vicsek gasket matrix $H$ composed of five atoms with its four outermost atoms anchored to

Table 2
Linear heat flow matrix, $n=900$

| $\left(A^{-1}\right)_{i j}$ |  |  | Gauss-Radau |  | Upper bound $U_{i}$ | $U_{i}-L_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $j$ | "Exact" value | Iter | Lower bound $L_{i}$ |  |  |
| 2 | 1 | $6.5906786 e-02$ | 4 | $6.5906436 e-02$ | $6.5907171 e-02$ | $7.35 e-07$ |
| 20 | 21 | $6.6837061 e-02$ | 4 | $6.6836507 e-02$ | $6.6837584 e-02$ | $1.07 e-06$ |
| 200 | 181 | $1.6328011 e-17$ | 4 | $-1.4359500 e-06$ | $1.4359500 e-06$ | $2.87 e-06$ |
| 200 | 700 | $3.9509029 e-19$ | 4 | $-1.7276332 e-06$ | $1.7276332 e-06$ | $3.45 e-06$ |
| 899 | 895 | $1.1189572 e-04$ | 4 | $1.1106335 e-04$ | $1.1273010 e-04$ | $1.66 e-06$ |

a rigid boundary site, i.e., the first stage uses atoms as its cell $H_{1}$, the $k$ th stage $H_{k}$ uses $(k-1)$ th fractal as its cell:

$$
H_{k}=\left[\begin{array}{ccccc}
H_{k-1} & V_{k-1}^{(1)^{\mathrm{T}}} & V_{k-1}^{(2)} & V_{k-1}^{(3)} & V_{k-1}^{(4)}{ }^{\mathrm{T}} \\
V_{k-1}^{(1)} & H_{k-1} & 0 & 0 & 0 \\
V_{k}^{(2)}, 1 & 0 & H_{k-1} & 0 & 0 \\
V_{k-1}^{(3)} & 0 & 0 & H_{k-1} & 0 \\
V_{k-1}^{(4)} & 0 & 0 & 0 & H_{k-1}
\end{array}\right]
$$

with

$$
H_{1}=\left[\begin{array}{rrrrr}
-4 & 1 & 1 & 1 & 1 \\
1 & -2 & 0 & 0 & 0 \\
1 & 0 & -2 & 0 & 0 \\
1 & 0 & 0 & -2 & 0 \\
1 & 0 & 0 & 0 & -2
\end{array}\right]
$$

The order $n_{k}$ of the matrix $H_{k}$ is $n_{k}=5 n_{k-1} . V_{k-1}^{(i)}$ are the interaction matrices linking one generation to the next generation. Let $p_{1,1}=3, p_{2,1}=2, p_{3,1}=5, p_{4,1}=4$ and

$$
\begin{array}{ll}
p_{1, k-1}=5^{k-2}\left(p_{1,1}-1\right)+p_{1, k-2}, & p_{2, k-1}=5^{k-2}\left(p_{2,1}-1\right)+p_{2, k-2} \\
p_{3, k-1}=5^{k-2}\left(p_{3,1}-1\right)+p_{3, k-2}, & p_{4, k-1}=5^{k-2}\left(p_{4,1}-1\right)+p_{4, k-2}
\end{array}
$$

for $k=3,4, \cdots$. Then $V_{k-1}^{(1)}$ is a zero matrix except with one at $\left(p_{1, k-1}, p_{2, k-1}\right)$ entry, $V_{k-1}^{(2)}$ is a zero matrix except with one at ( $p_{2, k-1}, p_{1, k-1}$ ) entry, $V_{k-1}^{(3)}$ is a zero matrix except with one at ( $p_{3, k-1}, p_{4, k-1}$ ) entry and $V_{k-1}^{(4)}$ is a zero matrix except with one at ( $p_{4, k-1}, p_{3, k-1}$ ) entry. It is easy to see that $H_{k}$ is symmetric positive definite.

One of the interesting computational problems related to $H_{k}$ is to find some diagonal elements (and trace) of the inverse of the matrix $H_{k}$. Tables 3 and 4 show the estimated bounds for some diagonal elements of the matrix with dimension $n=625$ and $n=3125$. Again, we obtained sharp bounds in only 13 to 20 iterations.

Table 3
Vicsek fractal Hamiltonian matrix, $n=625$

| ${ }^{\left(A^{-1}\right)_{i i}}$ | Gauss-Radau |  |
| ---: | :--- | :--- | :--- | :--- |
| $i$ |  |  |

Vicsek fractal Hamiltonian matrix, $n=3125$

| 1 | 19 | $9.4801416 e-01$ | $9.4801776 e-01$ | $3.60 e-06$ |
| ---: | ---: | ---: | ---: | ---: |
| 100 | 20 | $1.1005253 e+00$ | $1.1005302 e+00$ | $4.90 e-06$ |
| 2000 | 19 | $1.1003685 e+00$ | $1.1003786 e+00$ | $1.01 e-05$ |
| 3125 | 16 | $6.4400234 e-01$ | $6.4401100 e-01$ | $8.66 e-06$ |

Table 4
Poisson matrix, $n=900$, cond $(A)=564.92$

| $\left(A^{-\mathbf{1}}\right)_{i j}$ | Gauss-Radau <br> $i$ |  |  |  |  |
| ---: | ---: | :--- | ---: | ---: | :--- |
| Iter | Lower bound $L_{i}$ | Upper bound $U_{i}$ | $U_{i}-L_{i}$ |  |  |
| 2 | 1 | 16,$37 ; 11,29$ | $1.0456440 e-01$ | $1.0484172 e-01$ | $2.7732 e-04$ |
| 1 | 900 | 13,$30 ; 13,32$ | $-5.7004377 e-05$ | $1.5611762 e-04$ | $2.1312 e-04$ |
| 10 | 90 | 26,$50 ; 22,46$ | $1.5135698 e-04$ | $4.4211369 e-04$ | $2.9076 e-04$ |
| 41 | 42 | 36,$54 ; 13,31$ | $2.2938427 e-01$ | $2.2965834 e-01$ | $2.7407 e-04$ |
| 58 | 59 | 24,$50 ; 14,35$ | $1.9190948 e-01$ | $1.9226997 e-01$ | $3.6050 e-04$ |
| 450 | 449 | 35,$51 ; 26,49$ | $1.7901387 e-01$ | $1.7926657 e-01$ | $2.5269 e-04$ |
| 550 | 750 | 38,$53 ; 39,54$ | $3.9886981 e-03$ | $4.1810605 e-03$ | $1.9236 e-04$ |
| 600 | 602 | 33,$52 ; 24,52$ | $8.2673761 e-04$ | $1.0917413 e-03$ | $2.6500 e-04$ |
| 650 | 750 | 40,$54 ; 39,53$ | $1.6301914 e-02$ | $1.6479777 e-02$ | $1.7786 e-04$ |

Example 3 (Poisson matrix). In this example, the matrix of order $k^{2}$ is a block tridiagonal matrix from the 5 -point central difference discretization of the 2-D Poisson's equation on a $k \times k$ square mesh. Table 4 shows the results for bounding some off-diagonal elements of the matrix using expression (3) and Algorithm 1 with the Gauss-Radau rule.

Note that in the column "iter" there are four numbers in each row. The first two represent the number of iterations in the Gauss-Radau rule for the lower and upper bounds of $\boldsymbol{y}^{\mathrm{T}} f(A) \boldsymbol{y}$, where $\boldsymbol{y}=\boldsymbol{e}_{i}+\boldsymbol{e}_{j}$. The last two are the number of iterations for the lower and upper bounds of $\boldsymbol{z}^{\mathrm{T}} f(A) \boldsymbol{z}$, where $\boldsymbol{z}=\boldsymbol{e}_{i}-\boldsymbol{e}_{j}$.

### 5.2. Bounds on $\operatorname{tr}\left(A^{-1}\right)$ and $\operatorname{det}(A)$

We now present numerical examples of Algorithm 2 for the Monte Carlo estimation of the quantities $\operatorname{tr}\left(A^{-1}\right)$ and $\operatorname{det}(A)$. Tables 5 and 6 are the summary of the results for different test

Table 5 Summary of the Monte Carlo approach for estimating $\operatorname{tr}\left(A^{-1}\right)$

| Matrix | $n$ | "Exact" | Iter | Estimated | Rel. err | Confidence bounds |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Poisson | 900 | $5.126 e+02$ | $30-50$ | $5.020 e+02$ | $2.0 \%$ | $(4.28 e+02,5.75 e+02)$ |
| VFH | 625 | $5.383 e+02$ | $12-21$ | $5.366 e+02$ | $0.3 \%$ | $(5.05 e+02,5.67 e+02)$ |
| Wathen | 481 | $2.681 e+01$ | $33-58$ | $2.667 e+01$ | $0.5 \%$ | $(2.58 e+01,2.75 e+01)$ |
| Lehmer | 200 | $2.000 e+04$ | $38-70$ | $2.017 e+04$ | $0.8 \%$ | $(1.86 e+04,2.16 e+04)$ |



Fig. 1. Numerical results of the Monte Carlo approach (Algorithm 2) for estimating $\operatorname{tr}\left(A^{-1}\right)$. The solid horizontal line is the exact value of $\operatorname{tr}\left(A^{-1}\right)$. The solid line with + is the estimated value. The dash-dot lines are the confidence intervals of the estimated values with probability 0.95 .

Table 6 Summary of the Monte Carlo approach for estimating $\operatorname{tr}(\ln A)$

| Matrix | $n$ | "Exact" | Iter | Estimated | Rel. err | Confidence bounds |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Poisson | 900 | $1.065 e+03$ | $11-29$ | $1.060 e+03$ | $0.4 \%$ | $(1.03 e+03,1.08 e+03)$ |
| VFH | 625 | $3.677 e+02$ | $10-14$ | $3.661 e+02$ | $0.4 \%$ | $(3.38 e+02,3.94 e+02)$ |
| H flow | 900 | $5.643 e+01$ | 4 | $5.669 e+01$ | $0.4 \%$ | $(5.42 e+6 ., 5.92 e+01)$ |
| Pei | 300 | $5.707 e+00$ | $2-3$ | $5.240 e+00$ | $8.2 \%$ | $(-1.83 e+0,1.23 e+1)$ |




(h) Pei matrix ( $n=300$ )


Fig. 2. Numerical results of the Monte Carlo approach (Algorithm 2) for estimating $\operatorname{tr}(\ln (A))$. The solid horizontal line is the exact value of $\operatorname{tr}(\ln (A))$. The solid line with + is the estimated value. The dash-dot lines are the confidence intervals of the estimated values with probability 0.95 . Note that $\operatorname{det}(A)=\exp (\operatorname{tr}(\ln (A)))$.
matrices. Figs. 1 and 2 show the history of the Monte Carlo approach where the number of sample vectors $z_{i}$ is $m=50$. Linear heat flow, VFH and Poisson test matrices have been described above. The additional three test matrices are from the Higham's test matrix collection [9]:

Wathen matrix: It is a consistent mass matrix for a regular $n_{x} \times n_{y}$ grid of 8-node (serendipity) elements in 2 space dimensions. The order of the matrix is $n=3 n_{x} n_{y}+2 n_{x}+2 n_{y}+1$. In our numerical run, we let $n_{x}=n_{y}=12$, then $n=481$ and $\operatorname{cond}(A)=829.19$.

Lehmer matrix: It is an $n \times n$ symmetric positive-definite matrix with entries $a_{i j}=i / j$ for $j \geqslant i$. The inverse of $A$ is tridiagonal, and explicit formulas are known for its entries. $n \leqslant \operatorname{cond}(A) \leqslant 4 n^{2}$. We tested the matrix with $n=200$ and $\operatorname{cond}(A)=4.8401 e+04$.

Pei matrix: $A=\alpha I+11^{\mathrm{T}}$, where $\mathbf{1}$ is an $n$-vector with all ones. The matrix is singular for $\alpha=0$, $-n$. We tested the matrix with $n=300, \alpha=1$ and $\operatorname{cond}(A)=301$.

## 6. Conclusions and future work

An elegant approach for estimating the bounds of the quantity $\boldsymbol{u}^{\mathrm{T}} f(A) \boldsymbol{v}$ has been laid out earlier in $[6,7]$. The theory of matrix moments, quadrature rules, orthogonal polynomials and the underlying Lanczos procedure are beautifully connected and turned into an efficient algorithm. In this paper, we have further developed the approach in a number of practical aspects. Something old, something new, and something borrowed. Preliminary numerical results for different matrices demonstrate the high-performance of the new approach.

Our near future work includes studying the ill-conditioning problems and preconditioning techniques, improving the confidence bounds, and investigating orthogonal polynomials with variable sign $[21,5]$ and related quadrature rules to solve the estimation problem with $\boldsymbol{u} \neq \boldsymbol{v}$ directly. The ultimate goal of this study is to develop truly efficient algorithms to solve such types of matrix computation problems where the matrices involved may be complex, non-Hermitian and of order millions. These matrix computation problems are arising in modern lattice QCD and other scientific computing fields.
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