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Abstract—Concurrent programs with multiple threads executing in parallel are widely used to unleash the power of multicore computing systems. Owing to their complexity, a lot of research focuses on testing and debugging concurrent programs. Besides correctness, we find that security can also be compromised by concurrency. In this article, we present concurrent program spectre (ConcSpectre), a new security threat that hides malware in non-deterministic thread interleavings. To demonstrate such threat, we have developed a stealth malware technique called concurrent logic bomb by partitioning a piece of malicious code and injecting its components separately into a concurrent program. The malicious behavior can be triggered by certain thread interleavings that rarely happen (e.g., <1%) under a normal execution environment. However, with a new technique called controllable probabilistic activation, we can activate such ConcSpectre malware with a very high probability (e.g., >90%) by remotely disturbing thread scheduling. In the evaluation, more than 1000 ConcSpectre samples are generated, which bypassed most of the antivirus engines in VirusTotal and four well-known online dynamic malware analysis systems. We also demonstrate how to remotely trigger a ConcSpectre sample on a web server and control its activation probability.

Our work shows an urgent need for new malware analysis methods for concurrent programs.

Index Terms—Concurrent logic bomb (CLB), concurrent programs, concurrent program spectre (ConcSpectre), controllable probabilistic activation (CPA), software security.

I. INTRODUCTION

MANY strategies have been implemented to unleash the full potential of modern processors, such as out-of-order execution, branch prediction, and speculative execution strategies. These optimization technologies significantly enhance the performance but at the same time dramatically increase the complexity of the hardware systems. Complexity may introduce security risks, such as Meltdown [1] and Spectre [2]. Meltdown utilizes the side effects of out-of-order execution to read arbitrary kernel-memory locations, including personal data and passwords. Spectre attacks involve inducing a victim to speculatively perform operations that leak the victim’s confidential information via a side channel to the adversary. The community was astonished by these discoveries due to its severity, as these optimization technologies have been used for decades.

In this article, we present a new threat to hide malware in concurrent programs. Concurrent programs with multiple threads executing in parallel are widely used to improve system efficiency. Meanwhile, the inherent nondeterminism of thread interleavings also significantly increases the complexity of programs. In general, the number of possible interleavings of a concurrent program with \( n \) threads each executing \( k \) steps can be as large as \( (nk)!/(k!)^n \geq (n!)^k \), a number that is double exponential to both \( n \) and \( k \). Since it is impossible to check all the interleavings of a nontrivial program, a piece of malware triggered only by several specific thread interleavings would be extremely difficult to detect. Similar to Spectre, this threat also exploits the complexity of the concurrency mechanism to cover its malicious behavior, which is used to unleash the power of modern multicore computing systems. We name it concurrent program spectre (ConcSpectre).

Current malware detection techniques mainly rely on static malicious signatures and dynamic analysis results [4]. However, the static signatures can be easily changed using obfuscation techniques. Dynamic analysis technologies aim to execute each execution path to trigger the malicious behavior for further verification. However, exploring all the paths is extremely hard in the era of multicore processors due to the nondeterminism of thread interleavings.
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Consider the multithreaded program given in Fig. 1. The main thread creates two threads T1 and T2 to concurrently execute the function multidownload to download four files in total. The functions is_download and set_download are used to avoid downloading the same file more than once. A typical execution trace is $\pi_1: T_1(download(0)) \rightarrow T_2(download(1)) \rightarrow T_1(download(2)) \rightarrow T_2(download(3))$. However, $\pi_1$ is not the only trace under input $N = 4$. For example, if there is a congestion during the execution of download(0), a different trace can be $\pi_2: T_1(download(0)) \rightarrow T_2(download(1)) \rightarrow T_1(download(2)) \rightarrow T_1(download(3))$. A malware analysis on $\pi_1$ and $\pi_2$ may report different results. The behavior of a concurrent program relies on not only its inputs but also the thread scheduling. The inherent nondeterminism of multithreaded executions invalidates the assumption of deterministic behavior under fixed inputs and, thus, exhibits a threat to the current malware detection techniques, which is the intuition of our ConcSpectre.

In order to implement ConcSpectre by exploiting concurrency, there are two main challenges. The first challenge is to snugly hide a malware sample in a concurrent program while bypassing the malicious behavior detection of modern malware detection tools. The second challenge is to trigger the malicious behavior effectively in a controllable manner. This article addresses these challenges with a new stealth malware technique called concurrent logic bomb (CLB) and a new activation technique called controllable probabilistic activation (CPA).

The idea of the CLB technique is to partition a piece of malware and inject its components into many concurrently executed program fragments such that: 1) each individual component is benign so the malware detection tool does not raise alarms when monitoring its execution; 2) there exist specific orderings of the components that trigger the malicious behavior; and 3) malicious behaviors are well hidden from typical executions. There are different strategies to partition malware, identify the injection locations in a host program, and arrange the orders to manifest malicious behavior. Therefore, a piece of malware processed by the CLB technique may yield multiple pieces before injecting into a concurrent program. To demonstrate the feasibility of the CLB technique with a real case, we partition the malware sample BullMoose and inject its components into various locations of several publicly available concurrent programs. More than 1000 malware samples have been generated, which evade the detection of most of the antivirus engines in VirusTotal [5], as well as four well-known online dynamic malware analysis systems.

For each piece of CLB malware, there exist certain orderings that can trigger the malicious behavior. These orderings rarely happen during normal execution conditions. The idea of CPA is to disturb the normal execution condition such that the orderings that trigger malicious behavior are no longer rare. In the experiments, we implement a CPA technique based on the system load and demonstrate that this CPA technique can significantly increase the probability of the rare orderings with a group of real attacks. By combining CLB and CPA techniques, attackers can control the activation probability of ConcSpectre malware, which is less than 1% under normal execution environment and higher than 90% under attack.

In summary, this article makes the following contributions.

1) We reveal a new security threat called ConcSpectre to concurrent programs, which calls for an urgent redesign of malware detection techniques for concurrent programs to prevent forthcoming threats.

2) We propose a new stealth malware technique called CLB to hide a malware sample into concurrent programs. Leveraging the difficulty of analyzing the interleaving of different threads, the concealed malware can evade most of the state-of-the-art dynamic and static detectors.

3) We design a new malware activating approach called CPA to trigger ConcSpectre malware based on the system workload. CPA can drastically increase the probability of triggering malicious behavior that is stealthy under normal execution conditions.

The rest of this article is organized as follows. Section II explains the basic idea of ConcSpectre malware through a motivating example. Sections III and IV give a detailed explanation of CLB and CPA techniques, respectively. Section V shows the performance of ConcSpectre malware against well-known online malware detection systems. Section VI discusses the threats of ConcSpectre and corresponding detection and defense strategies. Section VII introduces the related work. Finally, Section VIII concludes this article.

II. OVERVIEW

A. Motivating Example

We use the programs given in Fig. 2 as a running example to explain the basic idea of ConcSpectre. As shown in Fig. 2(a), a snippet of malware calls get_data() and send_data() to retrieve sensitive data and transmit it. A dynamic malware detection tool can report this illegal activity when it monitors the execution of the malware since sensitive data are retrieved and then transmitted.

As shown in Fig. 2(b), we transform the program to malware_C(), where the order of the calls to get_data() (Line 19) and send_data() (Line 14) are reversed and separated into two LOCK/UNLOCK components (S1 and S2). An additional variable order is inserted for controlling the execution. Monitoring the execution of malware_C() by running it within a single thread does not raise any alarms since no sensitive data are being retrieved first and then transmitted.

Consider the host program given in Fig. 2(c), where two threads (T1 and T2) simultaneously invoke malware_C() in

```c
void multidownload(int N) {
  for(int i = 0; i < N; i++) {
    LOCK;
    if(is_download(i)) {
      download(i);
    }
    UNLOCK;
  }
}
void main(int N){
  CREATE(T1, multidownload, 4);
  CREATE(T2, multidownload, 4);
}
```

Fig. 1. Code snippet of a multithreaded download program.
We show that with input $x = 1$, the malicious behavior of data stealing can happen under specific interleaveings between the two threads. Fig. 3 lists six execution traces that cover all possible combinations of the two branches between the two threads, where $(S1,T)$ indicates the if-statement in $S1$ executes with a true branch, and $(S2,F)$ means $S2$ executes with a false branch. While `get_data()` is invoked in all execution traces, `send_data()` is only invoked in $\pi_1$ and $\pi_4$. It can be observed that the malicious behavior manifests in $\pi_1$ when $T_2$ transmits the data obtained by $T_1$, and in $\pi_4$ when $T_1$ transmits it obtained by $T_2$. That is, by monitoring an execution, the malware detection tool has a probability of $1/3$ to detect the malicious behavior. This seems not bad, but the number of interleaveings can increase drastically and the probability can decrease sharply when the number of malware components and host program’s threads increases. For example, there are 1680 possible interleaveings when there are three malicious components injected into three parallel threads. If the trigger condition of malware is their execution and injected orders are fully reversed, only 5.7% of all possible interleaveings can trigger the malicious behavior. The number becomes 63,063,000 with 0.07% activating malicious behavior when there are four components and four threads. It shows that the chance of detecting ConcSpectre malware diminishes when the malware sample or the host concurrent program is nontrivial.

**B. Basic Assumptions**

The work in this article is built on the following assumptions. First, a piece of malware can be partitioned and each component is not detectable by current malware analysis techniques. Since each component by itself does not cause any harm, its behavior is usually not suspicious. In Section V-D, we partition four real malware samples into many components to escape from malware detection engines.

Second, ConcSpectre malware can be installed on a victim’s system that supports multithreading using various methods (e.g., phishing, social engineering, etc.). Then, ConcSpectre can hide malicious code, bypass current malware detection, and probabilistically activate the malware. In Sections IV and V, we demonstrate how to inject malware into programs in common concurrency benchmarks.

Third, the attacker can influence the thread scheduling of the victim’s system. This assumption is reasonable since we do not require precise thread scheduling. Specifically, attackers can perturb thread switching by sending suspend commands, increasing the system load, etc. In Section V-C, we demonstrate how to remotely activate ConcSpectre malware on a web server by increasing the workload on the target machine.

**III. CONCURRENT LOGIC BOMB**

CLB is a technique for hiding malware by partitioning a piece of malware and hiding its components into a concurrent program. In this article, we partition a malware sample manually with the following consideration: 1) automated code partition has been a difficult problem for decades and 2) with domain and code knowledge, an attacker may give a partition trickier code is open to the security analyst. Second, ConcSpectre can be applied to launch various large-scale attacks, such as botnet and worm. Specifically, although botnets use existing common protocols like Internet Relay Chat, bots within a botnet are highly similar due to the preprogrammed activities related to the same Command and Control server. Therefore, current botnet detection methods mainly detect botnets based on spatial–temporal correlation in network traffic [6], [7]. ConcSpectre bots in a botnet could hide their abnormal behaviors well by randomly activating once in thousands of runs, which breaks the correlation of bots with acceptable performance loss.
saving sensitive data, m: sending data, and m: releasing data) are injected into an SPE function, as shown in Fig. 5(a), two types of faults may occur.

1) Repeated execution: If m3 has been executed in Thread 1, its re-execution in Thread 2 is erroneous.
2) Execution with wrong order: If m2 in Thread 2 sends the sensitive data that has been cleared by m3 in Thread 1, its execution is erroneous.

Therefore, we have to design a control module to ensure the malware components are executed correctly. One approach is to create a shared variable to indicate whether a malware component can be executed. After one component is executed, the variable is set to the value representing the next component. In Fig. 2, we adopt this approach by using the variable

order. Of course, other strategies can also be used, such as backward setting and forward searching. In backward setting, the current component can turn on the execution permission of the next component while turning off others. In forward searching, the current component has to confirm whether certain other components have been executed successfully before its execution. We define a malware component with its control module as a malware section that is a basic unit in a piece of ConcSpectre malware. Although control modules introduce additional dependence among malware sections, such type of dependence cannot be exploited by malware analysis tools. We will discuss this in Section III-B.

When we inject malware components into CPE functions, the injection positions of all sections are different. As shown in Fig. 5(b), (m1) is injected into two CPE functions, and (m2 and m3) is only in one CPE function. When these two CPE functions are invoked in parallel, three malware sections would be executed with different orders, which may face similar faults as SPE: Repeated execution and Execution with wrong order. Thus, the control module is also needed to ensure the malware components are executed correctly.

Both the CPE and SPE functions could be selected to inject malware sections. We need to analyze at least two different CPE functions, but only one SPE function. Meanwhile, the activation methods of malware injected into CPE and SPE are different. There are two major challenges for CPE functions. First, a single injection location in an SPE function indicates the concurrency of multiple threads. In comparison, we need to consider multiple injection locations for CPE functions simultaneously, which requires more changes to the source code and makes the injection less uniform. Second, it is complicated to perturb the interleaving of CPE functions, which makes probabilistic activation more difficult. Thus, we mainly focus on SPE functions in our work. The feasibility of CPE functions for malware injection will be demonstrated in Section V-F.

### B. Stealthiness of CLB

There are two common types of malware detection techniques: 1) static analysis techniques attempt to identify malicious code by searching suspicious strings or blocks of code and 2) dynamic analysis techniques seek to identify malicious behaviors after deploying and executing the samples. Since the CLB technique partitions the malware and hides its components into various places in a host program, it is almost impossible for static analysis techniques to detect malware, as confirmed by the experiments in Section V-D. In this section, we will show that the CLB technique could also evade current dynamic analysis techniques.

Dynamic malware detection exploits control dependence and data dependence to find suspicious executions path and guides dynamic analysis to identify malicious behavior. Such an approach is not applicable to defend CLB. As shown in Fig. 6(a), there are two malware sections. An array af[] is used to store the sensitive data between the two sections. This malware is detected if send_data is executed after get_data in one execution. As shown in Fig. 6(b), we extract the control dependence of

...
the malware sample in red. It shows that `send _ data` at Line 9 depends on Line 7 and `get _ data` at Line 14 depends on Line 12. The data dependence of the two global variables `order` and `a[]` is depicted in blue. For `order`, the conditional statement at Line 12 is dependent on the assignment statement at Line 8. For `a[]`, note that the `a[]` transmitted by `send _ data` (Line 9) is irrelevant to the `a[]` obtained by `get _ data` (Line 14). Considering the control dependence and data dependence, there is no execution path containing the `get-send` pattern. Therefore, the dependencies could not guide dynamic analysis to defend CLB. Moreover, we envision that many stealth techniques can be implemented with the CLB technique to make it even harder for current malware analysis. For example, side-channel leakage can be used to provide a more stealthy data flow among various malware sections [8]–[10].

Another attempted defense against CLB is to explore all the possible executions, by integrating dynamic malware detection techniques with concurrent testing, such as model checking (e.g., ESBMC [11]) or symbolic execution (e.g., DTAM [12], Proactive-Debugger [13], and Conc-iSE [14]). These tools can be applied to explore all interleavings. However, this approach is not practical and scalable due to the inherent issues of model checking and symbolic execution, such as state explosion, nonlinear computation, and the sheer size of interleavings. Moreover, as source codes are usually unavailable, it would be more difficult to detect malicious behaviors when antianalysis techniques, such as ambiguous translation [15], are introduced.

IV. CONTROLLABLE PROBABILISTIC ACTIVATION

A. Definition

The malicious behavior in a sequential program is triggered when the input vector (`in`) is among the activation inputs `IN ACT`. In most cases, the execution of a sequential program is deterministic. Then, the activation of sequential malware can be formally presented as

\[ P(\text{malware}_{\text{seq}} = \text{active} | \text{in} \in \text{IN ACT}) = 1 \]  

(1)

where \(P(\cdot)\) is the probability function.

As demonstrated by Fig. 3, the triggering condition in (1) cannot guarantee the activation of the malicious behavior in a concurrent program because the execution traces can be different with the same input. Thus, (1), which is valid for sequential programs, is no longer valid for concurrent programs. We define probabilistic activation for concurrent malware as

\[ P(\text{malware}_{\text{con}} = \text{active} | \text{in} \in \text{IN ACT}) = \theta. \]  

(2)

Equation (2) states that a concurrent malware is triggered with a probability of \(\theta \in [0, 1]\) when its input is among the activation inputs. A lower \(\theta\) indicates that a concurrent malware sample is more stealthy and less likely to be triggered under a normal execution environment.

However, \(\theta\) alone does not reveal the severity as it does not indicate how likely the concurrent malware can be triggered by an attacker. Thus, we introduce the concept of CPA as follows:

\[ P(\text{ConcS} = \text{active} | \text{in} \in \text{IN ACT} \land \text{side}_\text{cond}) = \gamma \]  

(3)

where \(\text{side}_\text{cond}\) is a side condition that is irrelevant to inputs but can be controlled or influenced by an attacker. With a side condition, the probability of activating a ConcSpectre malware sample \(\gamma\) can be significantly greater than \(\theta\). Therefore, \(\theta\) and \(\gamma\) represent the stealthiness and controllability, respectively. The gap \(\delta = \gamma - \theta\) can indicate the severity of a piece of concurrent malware.

B. Probabilistic Activation

For each thread interleaving, there is an execution trace that contains malware sections. The number of execution traces with different ordering of malware sections is \((a \ast b)!/(b!)^a\), where \(a\) and \(b\) are the number of threads and malware sections, respectively. The activation of ConcSpectre malware relies on whether all malware sections have been executed successfully in the intended order. We can calculate the rate of malware-activated traces by traversing all possible thread interleavings. In a real system, the occurrence probabilities of thread interleaving are affected by the predetermined malware activation order and various uncertain factors, such as synchronization primitives in host programs, OS scheduling mechanism, system load, hardware, etc. The rate of activation order is considered as a reference for activation strategy selection.

Consider the ConcSpectre malware sample in Fig. 6(a), where two threads execute two malware sections, respectively. There are \((2 + 2)!/(2!)^2 = 6\) possible thread interleavings, as shown in the first column of Table I. The activation strategy of the malware sample is that `section 1 should be executed after the execution of section 2` \((S_2 < S_1)\). The thread interleavings, execution traces, and the activation states are shown in columns 2, 3 and 4, respectively. Malicious behavior would be activated in two traces. Assuming that the activation strategy is revised to `section 1 should be executed before section 2` \((S_1 < S_2)\), the malicious behavior is then activated in all traces. This is illustrated in the last two columns of Table I. The reason is that `malware section 1` is always executed before `malware section 2` in any individual thread.
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We define the order of two adjacent malware sections as \((S_i < S_j)\). If \(i < j\), then \((S_i < S_j)\) is an Ordered Pair. On the other hand, if \(i > j\), \((S_i < S_j)\) is a Reverse-Order Pair, and \(i - j\) is the Reverse-Order Degree. Since all Ordered Pairs are satisfied in any individual thread, the Reverse-Order Pair in the activation strategy is the key to decide whether the malicious behavior can be triggered.

In our article, we have analyzed nine situations, including two to four threads and two to four malware sections per thread. The number of malware-activated thread interleavings is shown in Table II. With activation strategy “\(S_1 < S_2 < S_3\),” the malicious behavior would always be triggered. However, with “\(S_3 < S_2 < S_1\),” only 0, and 14% thread interleavings would trigger the malicious behavior when there are two to four threads, respectively.

Observation 1: With more reversed orders and a higher reverse-order degree in an activation strategy, fewer thread interleavings can activate a ConcSpectre malware sample.

### C. Load-Based CPA on Windows

According to (3), an exploitable piece of ConcSpectre malware requires a side condition to improve the activation probability. A feasible side condition must meet two requirements: 1) accessible and 2) irrelevant to the malware itself.

On Windows OS, the scheduler divides the available processor time in a round-robin fashion among the processes or threads following scheduling priority. Thus, there are three variable factors to influence thread scheduling: available processor time, scheduling priority, and round-robin mechanism. Obviously, it is difficult to access and control the scheduling priority or round-robin on the victim’s system. In our work, we find the available processor time is relevant to system load that can be influenced remotely.

Assume that the example in Fig. 6 runs on a dual-core CPU system. When the system is in an idle state, the scheduler may assign CPU1 and CPU2 to two threads. Two threads can start to execute malware section 1 simultaneously, as shown in Fig. 7(a). Since there is LOCK to maintain the atomicity of all malware sections, two threads would be executed one by one (as the execution trace \(\pi 2\) in Table I). In such cases, the malware would be triggered with low probability, since the second malware section is unlikely to be activated.

When the system is in a high load state (e.g., CPU 2 is occupied by a high priority task), only one thread can obtain the resource to execute. Thus, two threads would be executed sequentially, as shown in Fig. 7(b). Two malware sections would be activated within two threads, and the ConcSpectre malware would be triggered with high probability.

When the threads are executed concurrently, the malware sections in different threads may start in the same time slice. There will be fewer reverse orders in an execution trace. When the threads are executed sequentially, there will be more reverse orders. Thus, we could disturb the thread scheduling on victim’s system by influencing its load. In particular, we can increase the occurrence probability of thread interleavings with more reverse orders by increasing its workload, which leads to the Load-based CPA.

To verify the Load-based CPA, we run a concurrent program on a Windows server with Intel Xeon CPU E7-4850 and 8-GB memory. We create four threads to execute four functions \((S_1-S_4)\) that read and write some local files with the same order. We simulate nine groups of experiments, where each group represents a different CPU usage. In each group, the concurrent program runs 10,000 times, and we execute zero to eight programs with infinite loops to simulate the system load from 0 to 100%. All the execution traces of the concurrent program are recorded. Then, we match all possible control strategies in all traces to calculate their activation probabilities. As shown in Fig. 8, the activation probability increases significantly when the CPU usage rises. In particular, the occurrence rate of the fully-reverse-order sequence \(S_1 < S_3 < S_2 < S_1\) is dramatically increased from 0.04% (2% CPU usage, i.e., the average system load) to 90.24% (100% CPU usage).

Note that the sequence \(S_1 < S_2 < S_3 < S_4\) would be activated within each individual thread, so its activation probability is always 100%.

---

**TABLE I**

<table>
<thead>
<tr>
<th>ID</th>
<th>Interleaving</th>
<th>Activation Strategy: (S_2 &lt; S_1)</th>
<th>Activation Strategy: (S_1 &lt; S_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\pi 1)</td>
<td>T1-T1-T2-T2</td>
<td>Active</td>
<td>T1(1,F)-T1(1,F)-T2(2,F)-T2(2,F)</td>
</tr>
<tr>
<td>(\pi 2)</td>
<td>T2-T2-T1-T1</td>
<td>Inactive</td>
<td>T1(1,F)-T1(1,F)-T2(2,F)-T2(2,F)</td>
</tr>
<tr>
<td>(\pi 3)</td>
<td>T1-T2-T2-T1</td>
<td>Active</td>
<td>T1(1,F)-T1(1,F)-T2(2,F)-T2(2,F)</td>
</tr>
<tr>
<td>(\pi 4)</td>
<td>T2-T1-T2-T1</td>
<td>Active</td>
<td>T2(1,F)-T1(1,F)-T2(2,F)-T2(2,F)</td>
</tr>
<tr>
<td>(\pi 5)</td>
<td>T2-T1-T2-T2</td>
<td>Active</td>
<td>T2(1,F)-T1(1,F)-T2(2,F)-T2(2,F)</td>
</tr>
<tr>
<td>(\pi 6)</td>
<td>T2-T1-T2-T1</td>
<td>Active</td>
<td>T2(1,F)-T1(1,F)-T2(2,F)-T2(2,F)</td>
</tr>
</tbody>
</table>

**TABLE II**

**NUMBER OF EFFECTIVE INTERLEAVINGS (THREE MALWARE SECTIONS) UNDER VARIOUS ACTIVATION STRATEGIES**

<table>
<thead>
<tr>
<th>#Thread</th>
<th>#Section</th>
<th>#Interleavings</th>
<th>(S_1 &lt; S_2 &lt; S_3)</th>
<th>(S_1 &lt; S_3 &lt; S_2)</th>
<th>(S_2 &lt; S_1 &lt; S_3)</th>
<th>(S_2 &lt; S_3 &lt; S_1)</th>
<th>(S_3 &lt; S_1 &lt; S_2)</th>
<th>(S_3 &lt; S_2 &lt; S_1)</th>
<th>(S_4 &lt; S_2 &lt; S_1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
<td>20</td>
<td>20</td>
<td>8</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1,680</td>
<td>1,680</td>
<td>1,140</td>
<td>1,140</td>
<td>384</td>
<td>384</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>396,000</td>
<td>396,000</td>
<td>396,120</td>
<td>309,120</td>
<td>132,000</td>
<td>132,000</td>
<td>56,832</td>
<td>56,832</td>
</tr>
</tbody>
</table>
Fig. 7. Thread interleavings (1,T/F means malware section 1 has (not) been executed, H is the execution of the host program, B means the thread is blocked by the LOCK, and W means the thread is waiting for processor slicing). (a) Low system load. (b) High system load. (c) $t_{\text{Host}} < t_{\text{GetCPU}}$

Fig. 8. Activation probability under different activation strategies.

Observation 2: We can significantly change the activation probability of reverse-order control strategy by influencing the workload on the victim’s system.

The running time of malware sections is an important factor in deciding when and on which thread they execute. On Windows OS, the scheduler allocates a processor time slice (approximately 20 ms) for each thread it executes. The running thread is suspended when its time slice elapses, allowing another thread to run [16]. Thus, if the interval between two malware sections is too short, the expected thread interleaving may be changed. As shown in Fig. 7(c), Thread 2 will be blocked when malware section 1 has been locked by Thread 1 at $t_{T1(1)}$. At $t_x$, Thread 1 releases the LOCK and Thread 2 starts to request the processor again. If Thread 1 starts to execute malware section 2 before Thread 2 gets the processor slicing, Thread 2 will be blocked again. The expected thread switching in Fig. 7(a) would not happen. And, all malware sections would be executed successfully with high probability, regardless of the system loads.

In our experiments, we design a concurrent program, in which four threads execute four functions in the same order. These functions only record their execution time, which could be executed very quickly. Like the settings in Fig. 8, we run the program 10 000 times for nine different CPU usages, respectively. Experimental results show that the occurrence rates of fully-reverse-order sequence $S_4 < S_3 < S_2 < S_1$ (i.e., the pink line marked as 0k) in Fig. 9 are all over 60%, which are quite different from those (i.e., the blue line marked as 10k) in Fig. 8. To further analyze this phenomenon, we add a waiting section to extend the running time of malware sections. As shown in Fig. 9, four groups of empty loops are added into the malware sections, where the numbers of loops are 30k, 60k, 90k, and 120k, respectively. If a 90k-empty-loop is added, there are fewer than 0.68% executions containing the sequence $S_4 < S_3 < S_2 < S_1$ when CPU usage is less than 30%, but as high as 92% when CPU usage is 100%.

Observation 3: To obtain different activation probabilities under different workloads, the running time of malware sections should be longer than the time slice of thread scheduling.
In this article, we generate over 1000 samples of ConcSpectre malware by injecting four malware samples and their variants into ten benign concurrent programs with different activation strategies at the code level. The processes of malware partition, benign program analysis, and ConcSpectre construction are at code level. By debugging and compiling these samples, we generate the executables of all original malware and ConcSpectre samples and pass them to VirusTotal and four dynamic malware analysis systems to demonstrate: 1) how to generate real ConcSpectre malware samples; 2) how to trigger ConcSpectre malware remotely; 3) whether antivirus systems can detect ConcSpectre malware; and 4) whether dynamic malware analysis systems can detect ConcSpectre malware.

Note that the resource consumption of concurrent programs is usually high. For example, programs in the SPLASH benchmark will be executed within 0.1 s to a few minutes according to the size of the input set, and the memory footprint is at the level of megabytes or gigabytes [21]. In contrast, malware is usually lightweight for better stealthiness. Specifically, most malicious sections could be executed within a few milliseconds at a very low memory footprint (i.e., at the level of kilobytes). Therefore, the side effects of malware injection on concurrent host programs are usually insignificant.

B. ConcSpectre Malware Generation

Fig. 10 shows the workflow of ConcSpectre malware generation. All ConcSpectre malware samples are constructed with C/C++ (mingw32-gcc 6.3.0) and Pthread (mingw32-libpthread, version: 2.10-pre-20160821-1) on Windows 7 and Windows 10. In this section, we illustrate the detailed steps with a real case.

1) malware=\texttt{BullMoose}, host program=\texttt{fft}.
2) CPA is set as the system-load-based strategy. The activation probability should be lower than 5\% during normal system load (CPU usage is less than 25\%), and higher than 50\% during high system load (CPU usage is higher than 75\%).
3) A global variable is used to control the execution of each malware section.
4) SPE functions in the host program are chosen to inject the malicious code.

In the Malware Separation module, a static analysis technique is applied to extract the control dependence and data dependence of malware. These dependencies are used to guide malware partition to make sure that the relation between different malware fragments is as little as possible. Then, each component is checked with various antimalware systems. If there are any
abnormal alarms, we need to partition the abnormal component again or apply obfuscation and shelling techniques to make sure that it does not cause any alarms. By analyzing the source code of BullMoose, we partition it into four components to ensure that each component would not be classified as a malicious program. A global variable is added to control the execution order of the malware components.

In the SPE Search & Selection module, we search the source code of the host program to find all possible SPE functions. Meanwhile, we also execute the host program and monitor its execution traces to check how many threads are created. In the demo case, we select the first variant whose activation order is $S_1 < S_2 < S_3 < S_4$ and set the number of empty loop as 20k to generate a ConcSpectre malware sample, named as BullMoose-fft-C1.

C. Remote Triggering of ConcSpectre Malware

We further demonstrate the feasibility of remote controlling to activate BullMoose-fft-C1 in a real network. We set up a victim system (with Intel CORE I5 3470, 16G, JAVA 8) with Red5 Media Server [22] as a local web server. BullMoose-fft-C1 is injected into one web page. Initially, we use a script file to request this page for 100 times. However, BullMoose-fft-C1 is never triggered. This is actually reasonable as the CPU usage is only up to 3% and there is only one user.

To simulate the real case with large-scale concurrent accesses, we run a real-world HTTP DDoS test tool GoldenEye [23] to visit our web server and configure it to work under five different groups of users: 3, 6, 10, 20, and 30. Each user visits the web server with ten concurrent sockets. Note that these sockets do not invoke the web page containing ConcSpectre malware. At the same time, we also launch our script to visit the web page (contains BullMoose-fft-C1 for 100 times. As shown in Fig. 11, BullMoose-fft-C1 is activated with different probabilities. According to the requirement in current case, we select the first variant whose activation order is $S_1 < S_2 < S_3 < S_4$ and set the number of empty loop as 120k to generate a ConcSpectre malware sample, named as BullMoose-fft-C1.

D. ConcSpectre Versus Antivirus System

One design requirement of ConcSpectre malware is to escape from the antivirus systems. Therefore, we select all antivirus engines from VirusTotal to analyze generated ConcSpectre malware. Note that these engines are well configured and also up

<table>
<thead>
<tr>
<th>Table V</th>
<th>Main ConcSpectre Malware Samples for Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Injected Malware</td>
<td>Activation Orders</td>
</tr>
<tr>
<td>BullMoose</td>
<td>$S_1 &lt; S_2 &lt; S_3 &lt; S_4$</td>
</tr>
<tr>
<td></td>
<td>$S_4 &lt; S_1 &lt; S_2 &lt; S_3$</td>
</tr>
<tr>
<td></td>
<td>$S_4 &lt; S_3 &lt; S_2 &lt; S_1$</td>
</tr>
<tr>
<td></td>
<td>$S_4 &lt; S_1 &lt; S_3 &lt; S_2$</td>
</tr>
<tr>
<td></td>
<td>$S_4 &lt; S_2 &lt; S_3 &lt; S_1$</td>
</tr>
<tr>
<td>Branko</td>
<td>$S_4 &lt; S_3 &lt; S_2 &lt; S_1$</td>
</tr>
<tr>
<td></td>
<td>$S_4 &lt; S_1 &lt; S_3 &lt; S_2$</td>
</tr>
<tr>
<td></td>
<td>$S_4 &lt; S_2 &lt; S_3 &lt; S_1$</td>
</tr>
<tr>
<td>Hamatcha</td>
<td>$S_4 &lt; S_3 &lt; S_2 &lt; S_1$</td>
</tr>
<tr>
<td></td>
<td>$S_4 &lt; S_1 &lt; S_3 &lt; S_2$</td>
</tr>
<tr>
<td></td>
<td>$S_4 &lt; S_2 &lt; S_3 &lt; S_1$</td>
</tr>
<tr>
<td>Hamatchab</td>
<td>$S_4 &lt; S_3 &lt; S_2 &lt; S_1$</td>
</tr>
<tr>
<td></td>
<td>$S_4 &lt; S_1 &lt; S_3 &lt; S_2$</td>
</tr>
<tr>
<td></td>
<td>$S_4 &lt; S_2 &lt; S_3 &lt; S_1$</td>
</tr>
</tbody>
</table>

2The code of four malware sections is provided on https://git.io/ConcSpectre. Moreover, a VirtualBox environment is available on https://bit.ly/ConcSpectreVM.
to date. The set includes widely used ones such as McAfee, Microsoft, and Symantec.

We submit the executable file of BullMoose and BullMoose-fft-C1 to VirusTotal. As shown in Fig. 12, the results are impressive: 1) the original BullMoose is detected by 16 out of 67 engines in Fig. 12(a) and 2) only two engines (“Cylance” and “MaxSecure”) report anomalies from the ConcSpectre samples in Fig. 12(b). After further analysis, these two alarms are both false positives, which are inherited from the host program fft.

To justify whether the ConcSpectre can bypass various antivirus engines, we choose 924 samples with the following three activation strategies: C2 ($S_4 < S_3 < S_2 < S_1$), C3 ($S_4 < S_1 < S_3 < S_2$), and C4 ($S_4 < S_2 < S_3 < S_1$) and submit them to VirusTotal. The results are similar to the previous one. The original malware samples could be detected by most of the engines. Meanwhile, only a few engines could detect ConcSpectre samples correctly. This exposes the potential threat of ConcSpectre.

### E. ConcSpectre Versus Dynamic Malware Analysis

To monitor the dynamic execution of a program and report any suspicious operations, we select four popular dynamic malware analysis systems, including Jevereg [24], Falcon [25], Anlyz [26], and ANYRUN [27]. They are developed on different well-known sandboxes [12], [28], [29].

Initially, we select the ConcSpectre samples generated from the BullMoose in Table VI. Since the numbers of SPE functions in different host programs are different, the number of malware samples in each host program is also different (#Sample). One special variant is generated with the activation strategy $S_1 < S_2 < S_3 < S_4$, which would be always be activated. We inject this variant into host program fft to generate the ConcSpectre malware sample BullMoose-fft-A.

Together with Bullmoose, we submit 233 programs to four dynamic malware analysis systems. As shown in Table VI, Bullmoose and BullMoose-fft-A have been detected by all systems.

For the ConcSpectre samples, the results are different. In particular, 150 samples from six host programs have been identified as suspicious programs by Jevereg, 87 samples have been detected by ANYRUN, and all samples have been identified as benign by the rest two systems. As shown in Fig. 13(a), Jevereg detects two suspicious operations (OpenCreate and WriterFile) on the files in /System32.

One possible reason for the high detection rate is that the CPU resource is limited on the server of Jevereg and ANYRUN. For example, when the server allocates one thread to execute the uploaded samples, they would be executed sequentially, and the malware would be triggered with high probability as in Section IV-C. If our conjecture is true, Jevereg and ANYRUN would fail to detect the ConcSpectre whose activation condition contains parallel sequence. Thus, we design a hybrid activation sequence C5 ($S_1 < S_2 < S_1 < S_4 < S_3 < S_2$) to generate the fourth variant of BullMoose, in which $S_1$ would be executed three times before $S_4$. The first part $S_1 < S_2 < S_1$ would be activated with high probability under low CPU load, and the second part $S_4 < S_3 < S_2$ would be satisfied under high CPU load. Thus, it is not easy to trigger this sequence under any conditions of CPU load. We generate another ten ConcSpectre malware samples containing this variant. From Table VII, no
samples are detected as malware under the new activation strategy. Compared to its high detection probability on the previous strategy, Jevereg and ANYRUN fail on the parallel sequence. It proves our conjecture that the Jevereg and ANYRUN servers allocate limited resources for each application.

We further inject the rest three malware samples into all host programs using the hybrid activation strategy C5. Since the number restrictions on sample uploading of these online analysis systems, we randomly generate one ConcSpectre sample for each host program and malware, in total 30. Together with three original malware samples, 33 samples are submitted to four analysis systems, respectively. The detection results are shown in Table VIII.

From Tables VII and VIII, all four original malware samples would be detected as malware by four dynamic analysis systems. In contrast, none of the 40 generated ConcSpectre malware samples with the hybrid activation sequence C5 have been detected. Therefore, by introducing elaborate parallel-execution requirement into the activation sequence, ConcSpectre can escape from dynamic malware analysis techniques under most system load conditions.

F. ConcSpectre Malware With CPE Functions

In the previous experiments, we have constructed in total 1031 ConcSpectre malware samples with the SPE function, i.e., 991 samples in Table V, ten samples in Table VII, and 30 samples in Table VIII. In most concurrent programs, there are more CPE functions than SPE functions. Attackers can use a similar method to partition malware and inject their components into CPE functions to bypass the static malware detection. Here, we will construct and test CPE-function-targeted ConcSpectre malware.

As shown in Fig. 14, we divide the BullMoose malware into four sections (i.e., $m_1$, $m_2$, $m_3$, and $m_4$) and inject them into two CPE functions with different orders. Considering the race condition, we utilize a simplified producer-consumer model with a producer function $F_1$ and a consumer function $F_2$. The producer ($F_1$) will add stuff into a shared buffer concurrently, and the consumer ($F_2$) will take stuff from the shared buffer. Each injection order is represented by a tuple. For example, $(m_a, m_b, m_c, m_d)$ indicates that $m_a$ is injected before $m_b$ in $F_1$, and $m_c$ is injected before $m_d$ in $F_2$.

First, we will analyze how the threads of CPE functions are scheduled under different system load conditions. When the system load is low, there are multiple free CPU units. In this condition, the thread scheduler would prefer to assign different CPU units to different functions’ threads. To analyze the impact of thread scheduling, we add a 9120k-empty-loop in each malware section so that the thread could execute across multiple pieces of time slicing. Therefore, the thread switching would occur frequently during the execution process. When the system load is high, the functions’ threads would be executed sequentially on the same CPU unit. In this condition, this CPU unit would prefer to finish executing $F_1$ first before executing $F_2$.

For simplification, we select some typical injection orders for two CPE functions and create two threads for each CPE function. Then, we run the program 1000 times for each injection order and record the activation probability of malware under different system loads (low CPU usage: $< 20$%; high CPU usage: $\approx 100$%). The experimental results in Table IX can be illustrated case by case as follows.

1) Case 1: The expected execution trace is $F_1^{m_1 1, m_2 2, m_3 3} - F_2^{m_4 4}$. When the system load is low, it would be difficult to execute $F_1^{m_1 1, m_2 2, m_3 3}$ due to the frequent thread switching. Thus, the malware could hardly be activated (i.e.,
0%). When the system load is high, it is much easier to execute \( F_{1}^{m_{1}, m_{2}, m_{3}} \) as all functions tend to be executed sequentially. As the possibilities of executing \( F_{1} \) and \( F_{2} \) are almost the same, the final activation probability would be close to 50% (i.e., 51.5%).

2) Case 2: The expected execution trace is \( F_{1}^{m_{1}, m_{2}} - F_{2}^{m_{3}, m_{4}} \). This case is similar to case 1. Besides, the execution time for \( F_{1}^{m_{1}, m_{2}} \) or \( F_{2}^{m_{3}, m_{4}} \) would be lower than that of \( F_{1}^{m_{1}, m_{2}, m_{3}} \). Therefore, the activation probability of case 2 would be a little higher than case 1.

3) Case 3: The expected execution trace is \( F_{1}^{m_{1}} - F_{2}^{m_{2}} - F_{3}^{m_{3}} - F_{4}^{m_{4}} \). When the system load is low, it is easy to trigger the trace of \( F_{1} - F_{2} \) as the thread switching occurs frequently. Thus, the activation probability is high (i.e., 74%). When the system load is high, it is more likely to execute \( F_{1} \) and \( F_{2} \) one by one. Thus, the activation probability would increase accordingly (i.e., 80.4%).

4) Case 4: The expected execution trace is \( F_{2}^{m_{1}} - F_{3}^{m_{2}} - F_{3}^{m_{3}} - F_{4}^{m_{4}} \). Owing to the resource race between the producer and the consumer (e.g., resources should be produced before consumed), \( F_{1} \) should be executed first before \( F_{2} \). Therefore, it is almost impossible to trigger the trace of \( F_{3} \). Therefore, the activation probability would always be close to zero.

We have uploaded these cases to detection systems in Sections V-D and V-E. From the results, only five out of 67 engines in VirusTotal would report anomalies, and none of the dynamic malware analysis systems could detect the actual malicious behavior. Namely, the CPE-function-targeted ConcSpectre malware samples could escape from most detection engines in VirusTotal and four online dynamic malware detection systems.

From the above cases, CLB and CPA techniques could be transplanted to CPE functions. However, the thread interleavings of CPE functions are determined by more factors than SPE functions, since CPE functions would present different privileges, external conditions, synchronization constraints, etc. Here, case 2 is preferred for constructing CPE-function-targeted ConcSpectre malware. Meanwhile, it is not suitable to use the injection orders of cases 3 and 4, as their activation probabilities are similar under different system load conditions. In short, we need meticulous consideration when applying CPA techniques to CPE functions.

VI. DISCUSSION

A. Threats of ConcSpectre

VirusTotal is the largest online antimalware scanning platform and has been widely used for labeling malware data [30]. Moreover, the four online dynamic malware analysis systems are well known and advanced. Therefore, we could conclude from Section V that ConcSpectre could bypass most state-of-the-art detection methods. As the antimalware methods are always evolving together with the malware, we cannot guarantee that the proposed ConcSpectre malware could escape from detection all the time. Thus, it is necessary to introduce new antianalysis techniques to enhance ConcSpectre continuously. Fortunately, the CLB and CPA techniques could be easily combined with other antianalysis techniques like malware obfuscation techniques [31].

As discussed in Section V-F, CPE functions could also be leveraged to construct ConcSpectre malware. This indicates greater threats as CPE functions are more common in concurrent programs. However, activation strategies for CPE functions are more complicated than SPE functions. To better understand the threats of ConcSpectre, we need further investigation on CPE-function-targeted ConcSpectre techniques.

B. Detection and Defense Strategies

It is intractable for analysts to deal with ConcSpectre malware, which might be widely used in multicore systems and multithreaded programs. In this section, we present and discuss several possible solutions for detection and defense.

1) Exhaustive Examination: It is well known that model checking is a powerful technique for exploring the whole state space for a program [32]–[34]. We can implement the ConcSpectre detector based on the model checker, by adding the activation property of malicious behaviors on the basis of current model checkers [11], [35], [36]. We apply the latest version (2021) of ESBMC [11] to analyze cholesky under a fixed input. The verification of one input could not finish within 3600 s. Since the scalability of model checking is limited by state space explosion, it could only be applied for small programs.

In addition, the symbolic execution is also used to analyze the complex behavior among different threads [37]–[39]. Its advantage lies in the capability of automatically finding intricate interleavings. It encodes an execution trace of a multithreaded program and the activation condition of malicious behavior into a symbolic formula and, then, symbolically seeks an objective interleaving by solving the formula with an SMT solver [40]. We reproduce the encoding method in [41] and use it to verify an assertion in cholesky. For an execution trace with 250k events, it spends 35 s on looking for an interleaving triggering the assertion. However, in real-world systems, their executions are extremely long. Meanwhile, the activation condition of malicious behavior is more complicated than an assertion. In short, scalability is the major problem for exhaustive examination approaches.

2) Affecting Thread Scheduling: Various methods of affecting scheduler are applied in concurrent program testing to cover as many different interleavings as possible [42]–[44]. A common method is to randomly insert sleep statements or empty loops into programs and keep running the programs up to a time bound. It would increase the probability of exposing the malicious code. However, there are many questions: 1) how to select the place to inject these extra delays. It is another state explosion of various threads and parallel functions; and 2) how to set the time bound. There is a tradeoff between interleaving coverage and testing cost.

Another method is to randomly change the CPU usages during analyzing software, which is the same as the CPA technique we proposed. As shown in Section V-E, the attackers can design various CPA strategies, which would not be easily activated under both low and high system loads. Thus, the defender can...
randomly assign the CPU resource during testing. It would increase the chance to detect the hidden malware.

3) Serialization: The simultaneous execution of many threads is the fundamental cause of ConcSpectre malware being activated while bypassing the detection. A compromised approach is to serialize the temporal orderings of shared access points by inserting synchronization statements into program code. Thus, we only permit the executions of benign temporal orderings. It is an effective defense method, which simultaneously brings performance reduction for multitask processing.

In summary, it is possible to disturb the CPA strategies and prevent the ConcSpectre malware from being triggered. For example, the defender can change the thread scheduling by randomly injecting sleep statements, keeping the workload stable with various load balance techniques, and serializing parts of the program. Although these techniques cannot guarantee to detect the ConcSpectre malware or prevent its activation, they can markedly alleviate the impact of ConcSpectre malware.

VII. RELATED WORK

A. Stealth Malware Techniques

Current stealth malware techniques could be classified into four types: rootkit, code mutation, antiemulation and targeting mechanism [45]. Code mutation aims to alter the appearance of malicious code to bypass malware detection systems based on pattern-matching algorithms. The malicious code would be triggered under specific inputs or conditions. ConcSpectre applies similar methods to partition malware and inject them into benign programs. However, to the best of our knowledge, it is the first malware technique to hide its malicious behavior by exploiting the nondeterministic thread interleavings, which can bypass current static and dynamic malware detection even when the activation input is known.

There are some similar works, such as multistage malware [46], concurrency attack [47], [48], and cooperative attack [49]–[51]. Some well-known computer viruses, such as Internet worm [52] and RMNS [53], are multistage, which achieve an attack by cooperating distributed tasks across multiple processes. Xu et al. [54] find that the intercomponent communication (ICC) mechanism can be exploited by malware to obfuscate malicious behaviors and bypass existing detection methods. Thus, they design an ICC-based malware detector to detect the malicious behaviors hidden in different components [54]. A cooperative attack is trickier in concealing malware. It spatially divides and places the system-call sequences of malware into separate processes. There is no single process that performs the malicious actions, so any attempt to monitor individual processes for malicious behaviors would fail. Meanwhile, these processes can cooperate to perform malicious actions in a temporal order. Especially, Wang et al. [51] design an attacker that can bypass the Apple Review, remotely exploit the planted vulnerabilities, and assemble the malicious logic at runtime by chaining the code gadgets together. However, the cooperative attack suffers from two limitations: 1) it is difficult for such malware to be applied in a real-time attack [55] and 2) any failure in any process will lead to the failure of the entire process [49]. This spatial and temporal division of the malicious behaviors is similar to ConcSpectre. The major difference is that ConcSpectre is implemented on different threads, without cooperating with other hosts or processors. Thus, ConcSpectre would be easier to control for attackers.

Yang et al. [47], [48] discover that errors in concurrent programs can lead to concurrency attacks and first prove that concurrency attacks are indeed viable. The major difference between ConcSpectre and concurrency attacks is that ConcSpectre attackers hide the malware within concurrency programs, while concurrency attackers exploit the concurrency bugs. As discussed in the previous section, it is difficult for an analyst to trigger and detect the malicious code in ConcSpectre malware.

B. Malware Analysis Techniques

Current malware analysis techniques can be roughly categorized into three groups: static analysis, dynamic analysis, and hybrid analysis (i.e., the combination of static analysis and dynamic analysis) [56].

The static malware analysis technique detects the patterns of malicious actions from semantic or structural properties of the program, including string signature [57], [58], byte-sequence n-grams [59], syntactic library call [58], [60], and system dependencies [61]–[64]. Static analysis is fast and easy to implement without the need of executing program samples. However, the effectiveness of static analysis is hampered by various obfuscation techniques [65]. Moser et al. [66] introduce a scheme on how to leverage code obfuscation to evade the detection of static analysis in the work. In most cases, analysts must disassemble the executables before conducting the static analysis. Ming et al. [67] proposed a Logic Oriented Opaque Predicate detection tool for obfuscated binary code, which can cooperate with existing malware defense strategies.

Instead of analyzing disassembled programs, the dynamic malware analysis technique detects the malicious behavior during or after the program execution. Techniques for dynamic analysis mainly include function call monitoring [68]–[71], model checking [72], [73], and information flow tracking [74]–[76]. In addition, Peng et al. [77] propose X-Force to investigate security applications by forcibly executing each branch of executable malicious binary. To counter dynamic analysis, attackers try to insert independent calls in the actual execution flow of malware binaries to evade detection [78], [79]. Xue et al. [80] propose a novel auditing antimalware method and develop a service-oriented malware generation system, which generates the malware-based software product line techniques and enables the attack via dynamic loading technique. As the execution orders of threads are nondeterministic, a failure in concurrent programs is usually hard to reproduce even under the same execution context. To accelerate the process of data race failure, Qiu et al. [81] propose a stress testing method by controlling three influencing factors, namely, memory limitation, concurrency level, and parallel level. This technique could be leveraged to accelerate the process of malware detection in concurrent programs.
VIII. Conclusion

In this article, we presented ConcSpectre, a type of malware that exploits concurrency. Its implementation can be based on CLB, a new stealth malware technique, and CPA, a new malware activation technique. More than 1000 ConcSpectre malware samples were generated based on four real malicious programs and ten concurrent programs. They can bypass most of the antivirus engines in VirusTotal and four online dynamic malware detection systems. Experimental results revealed the threat of ConcSpectre, which calls for an urgent redesign of malware detection techniques for concurrent programs.

After exploring several software testing techniques for detecting ConcSpectre malware, we found that scalability and correctness are two major issues of current concurrent software testing tools. A tentative solution is to actively control thread scheduling or even serialize concurrent programs so that thread scheduling cannot be perturbed. However, such a strategy would incur a significant burden on programmers and also limit concurrency. In the future, we will further study detection and defense techniques against ConcSpectre with less performance loss.
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