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ABSTRACT
Distributed message systems (DMSs) serve as the communication backbone for many real-time streaming data processing applications. To support the vast diversity of such applications, DMSs provide a large number of parameters to configure. However, it overwhelms most users to configure these parameters well for better performance. Although many automatic configuration approaches have been proposed to address this issue, critical challenges still remain: 1) to train a better and robust performance prediction model using a limited number of samples, and 2) to search for a high-dimensional parameter space efficiently within a time constraint. In this paper, we propose AutoConfig – an automatic configuration system that can optimize producer-side throughput on DMSs. AutoConfig constructs a novel comparison-based model (CBM) that is more robust than the prediction-based model (PBM) used by previous learning-based approaches. Furthermore, AutoConfig uses a weighted Latin hypercube sampling (wLHS) approach to select a set of samples that can provide a better coverage over the high-dimensional parameter space. wLHS allows AutoConfig to search for more promising configurations using the trained CBM. We have implemented AutoConfig on the Kafka platform, and evaluated it using eight different testing scenarios deployed on a public cloud. Experimental results show that our CBM can obtain better results than that of PBM under the same random forests based model. Furthermore, AutoConfig outperforms default configurations by 215.40% on average, and five state-of-the-art configurations by 7.21%-64.56%.
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• Software and its engineering → Search-based software engineering; Software maintenance tools; • Computing methodologies → Classification and regression trees;

KEYWORDS
distributed message system, automatic configuration tuning, comparison-based model, weighted Latin hypercube sampling

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

1 INTRODUCTION
Distributed message systems (DMSs), such as Kafka [33], RabbitMQ [58], ActiveMQ [2], and RocketMQ [61], have been widely adopted as the underlying communication backbone to support many different real-time stream data processing applications. These applications have vastly diverse characteristics. To support such diversities, DMSs provide a large number of parameters for users to configure. For example, both Kafka and RocketMQ have 200+ parameters that an application can configure [33, 61].

The configuration of these parameters significantly affects the application performance on DMSs [42, 84]. For instance, changing the batch.size parameter of Kafka for three different test cases (#3, 4, and 7, see Table 2) from 1 to 60 can result in 5-10 times throughput gain given an application workload, as shown in Figure 1. Such variation is even more significant if the workload is recurring on a daily base, which is likely, especially for real-time reactive applications supported by DMSs. On the other hand, when fixing the value of batch.size, changing the num.network.threads parameter from 1 to 20 only leads to 8%-50% throughput variation, which means that num.network.threads has much less influence on throughput than that of batch.size.

Pursuing good performance of different applications on DMSs is non-trivial as DMSs are complex systems with a large number of configurable parameters that control nearly all aspects of their
runtime behaviors. Previous investigations have found that optimizing a DMS to meet the performance requirement of an application has far surpassed the abilities of typical system users [84]. As a result, users often (have to) accept the default settings [42]. Alternatively, many organizations choose to hire expensive experts to configure the DMSs for their applications. Unfortunately, manual configuring is labor-intensive, time-consuming, and often suboptimal. Therefore, there is a dire need for automatical application configurations on DMSs.

Because configuration parameters have high dimensionality, naive exhaustive search is infeasible. Recently, learning-based configuration has received much attention. In general, such an approach constructs a performance-prediction model using training samples of different configurations, and then explores better configurations using some searching algorithms. Although previous studies on learning-based configuration have shown promising results, one critical challenge is to construct better and more robust prediction models with a limited number of samples, because generating samples needs to run DMS and is time consuming. Another challenge is to search for more promising configurations in a high-dimensional parameter space.

To overcome these challenges, we propose AutoConfig – an automatic configuration system that aims to configure system parameters for a specific DMS within a given time constraint. AutoConfig consists of three important steps: initial sampling and model training, exploration and exploitation (E&E) process, and best configuration selection. First, we construct a comparison-based model (CBM) from existing samples. The motivation of constructing CBM instead of a conventional prediction-based model (PBM) is that the ultimate goal of configuring a DMS is to find the best configurations rather than to predict the performance of a given system under different configurations. In another word, we care about the relative performance instead of the absolute one. As discussed in Section 4, CBM is more robust than PBM, because CBM uses combinations of the original training samples, which results in a significant larger number of available samples than PBM. Furthermore, AutoConfig searches for better configurations by integrating the CBM and E&E process under the time constraint. The key of the AutoConfig is to train a more robust CBM using combinations of original samples, and to search for promising area of parameter space using skewed random sampling strategy (i.e. wLHS). It also needs to balance the effort on the initial sampling and the E&E process.

In summary, our work makes the following contributions:

- We propose a novel comparison-based performance model (CBM), which is different from the conventional prediction-based model (PBM) used by previous learning-based approaches. CBM allows us to obtain more “combinatorial” training samples from original samples, and thus can produce a more accurate and robust prediction model given a number of original samples.
- We develop the AutoConfig algorithm. It uses weighted Latin hypercube sampling (wLHS) to generate effective samples in the high-dimensional parameter space, and multiple bound-and-search to select promising configurations in the bounded space suggested by the existing best configurations.
- We evaluate the performance of AutoConfig through extensive experiments using eight different testing scenarios in a public cloud. We show that AutoConfig outperforms default configurations by 215.40% on average, and five state-of-the-art tuning algorithms by 7.21%-64.56%.

2 RELATED WORK

DMS configuration has received much attention from both industry and academia. Previous studies on this problem can be classified into four categories: model-based, measurement-based, search-based, and learning-based configuration approaches, as discussed next. The best practices on DMS configuration are also reviewed at the end of this section.

2.1 Model-based Configuration

In model-based configuration, an analytical model is constructed on the early-cycle of the development of a software system [80]. Balsamo et al. [5] reviewed the model-based software performance prediction methods before 2004. Koziolek et al. [38] surveyed the model-based performance evaluation methods for component-based software systems. Commonly used models include queueing network [43, 44, 47], Petri Net [20, 35–37], Palladio Component Model (PCM) [59], and others [23, 27, 48, 56].

Model-based configuration has two main limitations. First, it relies on analytical or design models derived from mathematical theories or software architecture abstraction, which are typically
coarse grained and could be imprecise [13]. Second, model-based configuration cannot adapt as frameworks or hardware evolve. Once the architecture of a specific software system changes, the existing analytical models may not work and need to be redesigned. The same issue arises as clusters evolve with new processors, memory, and storage technologies [77].

2.2 Measurement-based Configuration
Measurement-based configuration aims to evaluate software application focusing on the performance quality features such as response time and throughput. These approaches mainly rely on statistical inferencing techniques to derive performance predictions based on benchmarked measurement data, such as [4, 9, 10, 15, 17, 21, 24, 39, 41, 55, 67, 70, 79, 89]. In this process, many strategies, such as sampling [12, 46, 68], profiling [13, 87], symbolic evaluation [60], and feature interactions [69], are proposed to accelerate performance inference. The prevalent DMS benchmarks are SPECjms2007 [64], jms2009-PS [63], DDSBench [19], and two benchmark suites introduced in [3, 11].

Measurement-based approaches have two main drawbacks. First, they collect program profiles to identify performance bottlenecks, which often fail to capture the overall program performance [13]. Second, most of these approaches lack generality [1], as they are applicable only to specific application scenarios or infrastructures [15, 85].

2.3 Search-based Configuration
Search-based approaches regard configuration problem as a black-box optimization problem and uses search algorithms to solve it, such as in [26, 49, 51, 54, 72, 78]. The objective of the search is to evaluate candidate solutions of different parameters to minimize an objective function. The search strategies include recursive random search (RRS) heuristics [52, 86], evolutionary algorithms [16, 53, 81], hill-climbing algorithms [83], and recursive bound & search [90].

Search-based configuration is simpler and more general compared to other approaches, because it takes the target software system as a black-box function and does not need detailed information about the internals. However, these approaches have to run the application at each iteration of the search, which is time consuming (and impractical) when optimizing large-scale production systems.

2.4 Learning-based Configuration
Most relevant to our work is learning-based configuration. These approaches try to construct performance prediction models first by observing a large collection of running results under different parameter configurations, and then apply some search algorithms to find the optimal configuration based on these models. For example, Sarkar et al. [65] adapted progressive and projective sampling strategies to performance prediction of configurable systems. Guo et al. [22] used CART to predict the performance of configurable systems. Zhang et al. [88] proposed an algorithm based on Fourier learning (FL) for the performance prediction of configurable systems. Sayyad et al. [66] employed a combination of static and evolutionary learning of model structure to find sound and optimum configurations. Soltani et al. [71] employed an artificial intelligence planning technique to automatically select suitable features that satisfy the users’ business concerns and resource limitations. Tang [73] provided an approach to find better configurations using random forests model and genetic algorithm based searching strategy. Tantithamthavorn et al. [74] applied Caret method to investigate the performance of defect prediction models. Nair et al. [50] proposed a spectral learning based method to explore the configuration space efficiently to find the measurement that reveal key performance characteristics. Jamshidi et al. [29] proposed a Gaussian processes (GPs)-based method to iteratively capture posterior distributions of the configuration spaces and sequentially drive the experimentation. Bei et al. [6] integrated the random-forest and genetic algorithm to automatically configure the Hadoop configuration parameters for optimized performance for a given application and cluster. Jamshidi et al. [30, 31] conducted an empirical study on four popular software systems to identify the key knowledge pieces that can be exploited for transfer learning. Chen et al. [14] proposed a transfer learning based approach to facilitate the configuration of large-scale computing systems.

Learning-based approaches require considerable numbers of samples to construct a useful performance-prediction model for a software system [51]. This requirement is challenging here because only a limited set of samples can be acquired under a given time constraint, since it is time consuming to sample on a deployed production system. To address this issue, we need to derive a robust prediction model by sampling the high-dimension configuration space wisely, which motivated us to propose a novel comparison-based model and a weighted LHS sampling method.

2.5 Best Practices on DMS Configuration
There have been many best practices devoted to configure DMSs from different perspectives. For example, John et al. [32] focused on two popular DMSs (Kafka and AMQP) and explored the divergence in their features as well as their performance under varied testing workloads. Rubio-Conde et al. [62] compared the performance of two open source middleware, namely ZeroC Ice and AMQP, in the context of medical systems. Dobbelbaere et al. [18] conducted a qualitative and quantitative comparative study of the two message systems, namely RabbitMQ and Kafka. Prazeres et al. [57] proposed a message-service oriented middleware named FoT-MSON for the Fog of Things (FoT) paradigm. Xu et al. [84] provided quantitative evidence for the over-delivered flexibility represented by configuration parameters through the study of the large-scale configuration settings of real users. Le et al. [42] made a thorough evaluation of different configurations and performance metrics of Kafka in order to allow users to avoid bottlenecks, and leverage some good practice for efficient stream processing.

3 PROBLEM STATEMENT
In this paper, we study the configuration problem for distributed message systems (short for DMS problem). As illustrated in Figure 2, a distributed message system (e.g., Kafka, RocketMQ, RabbitMQ, etc.) is often deployed on a cloud environment comprised of a collection of interconnected virtual machines (VMs). It serves as a real-time streaming data pipelines that transfer messages for many systems. Once a DMS has been deployed, the user needs to
specify its configurations according to the specific application scenario, and such configurations have a significant impact on the performance of the DMS [3, 42, 62, 84].

The goal of CDMS problem is to find an optimal configuration that maximizes the (producer-side) throughput of a DMS within a predefined time period, given a specific DMS, an application, and the underlying runtime environment. The reason we choose the throughput metric is because it can tell how much data a DMS can store in a unit of time, which characterizes the most important capability of a DMS. Other measurement, such as end-to-end latency (i.e., how long does it take for a message to go through the DMS), can be also introduced as a target metric, because our approach is with generality, and is independent to the metric being optimized. Specially, CDMS problem has the following components.

**Application**: An application represents a real-time streaming data producing system (producers) that wants to transfer messages to transaction systems (consumers). We model it as a 5-tuple $A=(l, p, s, r, q)$, where $l$ represents the length of a message; $p$ is the number of producers; $s$ indicates the message sending mode (synchronous or asynchronous); $r$ denotes the message receiving mode (with or without acknowledgement); and $q$ designates the number of available servers (queues).

**Runtime Environment**: Runtime environment is the execution environment provided to a DMS. We model it as a 5-tuple $E=(a, f, m, d, w)$, where $a$ denotes the number of CPU cores; $f$ is the CPU frequency; $m$ represents the physical memory size; $d$ indicates the available disk space; and $w$ reflects the networking setup.

**Configuration and Throughput**: Let $C=(c_1, c_2, \ldots, c_n)$ be the configuration of a DMS. For example, one can configure as many as 200+ parameters in a Kafka platform, such as the number of network processing threads, the number of I/O processing threads, maximum number of requests in a queue, memory buffer size, etc., as shown in Table 1. Given a configuration $C$ for an application $A$ and its environment $E$, the throughput is denoted as $TP(A, E, C)$.

**Time Constraint**: In practice, the time for configuration tuning is often restricted. We define this restricted tuning time as *time constraint*, denoted as $TC$. Any solution to the CDMS problem must terminate when $TC$ is met.

In summary, the CDMS problem can be stated as follows:

$$\max_{C \in CB} TP(A, E, C)$$  \hspace{1cm} (1)

s.t. tuning time $\leq TC$  \hspace{1cm} (2)

where (1) states that the goal of CDMS problem is to find a configuration $C$ that maximizes throughput of a DMS for a given application $A$ and its environment $E$. In $C$, the value of each component parameter $c_i$ must be within $CB$, the configuration bound predefined by the DMS. The constraint (2) says that any tuning process of a solution must terminate after a $TC$ amount of time.

### 4 AUTOCONFIG APPROACH FOR CDMS PROBLEM

The key idea of our approach is to generate a set of samples that is used to train a comparison-based model, and search for more promising configurations using the trained model. Figure 3 illustrates three important steps on our proposed AutoConfig approach.

**Initial sampling and model-training.** This step generates a set of different configurations using classic Latin hypercube sampling (LHS) method first, given the configuration bound (CB) for each parameter. It then runs the target application on the DMS with these configurations, collect throughput values, and generate the initial training set. Finally, we choose the best of $b$ configurations to generate the initial good configuration set.

**Exploration and exploitation.** The purpose of this step is to search for better configurations by integrating the comparison-based performance model and the exploration and exploitation (E&E) process under the time constraint. More specifically, we first estimate the weight value for each configuration parameter using Lasso method and the training set, and initiate our weighted-LHS (wLHS) method. In the exploration phase, we randomly generate a set of configurations using our wLHS within CB to form the exploration configuration set, and train a comparison-based model (CBM) from the training set. In the exploitation phase, we apply a wLHS-based bound and search algorithm (BS) [90] to find potential better configurations near known good configurations using the trained CBM and generate the exploitation configuration set.

**Best configuration selection.** At each iteration, we update the good configuration set by selecting the best $b$ configurations using...
the trained CBM from the current good configuration set, the exploration configuration set, and the exploitation configuration set. If our time constraint (TC) permits more tests, we repeat our exploration and exploitation process. Otherwise, we run the application on the DMS with every configuration in the good configuration set, and return the best one.

4.1 Comparison-based Model
The key step of a learning-based configuration approach is to construct a performance-prediction model for the DMS. Typically, such a model is evaluated based on its accuracy or error. The error percentage can be computed as:

\[
\text{MMRE} = \frac{\text{predicted} - \text{actual}}{\text{actual}} \cdot 100
\]  

(3)

In this paper, we propose a novel approach that constructs a comparison-based model (CBM) which is different from the prediction-based model (PBM) used by most of the previous learning-based approaches as described in Section 2.4. Specially, given the fixed \( A \) and \( E \), and two different configurations \( C_1 \) and \( C_2 \), our model (denoted as \( f : C \times C \to \{0, 1\} \)) can compare the throughput values of the DMS with \( C_1 \) and \( C_2 \):

\[
f(C_1, C_2) = \begin{cases} 1, & TP(A, E, C_1) \leq TP(A, E, C_2) \\ 0, & TP(A, E, C_1) > TP(A, E, C_2) \end{cases}
\]

(4)

There are a number of advantages of using a comparison-based approach:

• **Performance comparison is extremely robust** since it is only mildly affected by outliers [51]. In the context of parameter configuration, a practitioner is often more interested in knowing the rank (by comparison) rather than the predicted performance scores.
• **Performance comparison is the ultimate goal of our CDMS problem.** A user may just want to identify the best configurations rather than to predict the performance of a given system under different configurations. For example, an administrator trying to optimize a Kafka platform is to search for a set of configurations that can obtain maximum throughput, and is not interested in the whole configuration space.
• **Performance comparison increases the number of available training samples significantly.** Suppose we have a set containing \( n \) samples by running \( n \) different configurations. We can generate \( \frac{n!}{2!} \) samples by simply grouping any two configurations and their throughput values. We will demonstrate in the experiment section that the comparison-based model has better performance than conventional prediction-based approaches, since the number of training samples available to construct a comparison-based approach is increased considerably.

Besides, instead of using residual measures of errors, as described in Equation (3), which depend on residuals \( r = \text{actual} - \text{predicted} \), we use a rank-based measure [50]. Once the comparison-based model is trained, the accuracy of the model is measured by sorting the throughput values of \( n \) different configurations, that is:

\[
TP(A, E, C_1) \leq TP(A, E, C_2) \leq \cdots \leq TP(A, E, C_n)
\]

(5)

Obviously, Equation (5) can be generated by simply using some sort algorithm (e.g. quick sort) and continuously applying our comparison-based model to compare the throughput values between two configurations. After obtaining the predicted rank order, it is compared to the actual rank order. The rank accuracy (RA) is thus calculated using the mean rank difference:

\[
RA = 1 - \frac{1}{k} \sum_{i=1}^{k} \frac{|\text{rank}(y_i) - \text{rank}(TP(A, E, C_i))|}{n - 1}
\]

(6)

where \( n \) is the number of all configurations, \( k \) is number of optimal configurations we want to find from these \( n \) candidates. This measure simply counts how many of the pairs in the first \( k \) elements of the test data were ordered incorrectly by the prediction model and measures the average of magnitude of the ranking difference.

4.2 Weighted Latin Hypercube Sampling
One important component in our AutoConfig algorithm is the sampling strategy. Because the configuration parameter space is high dimensional, naive sample methods such as random or grid sampling can become very expensive, and is hard to provide a good coverage in it, especially with a small number of samples [86, 90]. To address this issue, we note that the Latin hypercube sampling (LHS) performs better, compared to random or grid sampling, because it allows each of the key parameters to be represented in a fully stratified manner, no matter which parameters are important [45]. Specifically, LHS divides the range of each parameter into \( k \) intervals and take only one sample from each interval with equal probabilities [45]. Figure 4 illustrates two sets of LHS samples with five intervals in a 2D dimension, one denoted by dots and the other by triangles.

To make LHS more efficient, we observe that the performance of a DMS is often dominated by a few key configuration parameters (e.g. see Figure 1), and the impact of an influential parameter’s values on the performance can be demonstrated through comparisons of performances, regardless other parameters’ values [90]. Based on this observation, we proposed weighted LHS (wLHS), which extends the standard LHS algorithm to take into account knowledge about the correlations between configuration parameters and system performance. Such correlations correspond to a linear approximation of the objective function, which can be estimated using the sampled points. The correlation information (i.e. weights) can be
combined with the LHS to generate skewed random search samples that are likely to lead to more efficient searches.

Among many models, we adopt linear regression, a simple yet effective statistical method, to measure the strength of the relationship between one or more dependent variables (y) and each of the independent variables (x). These relationships are modeled using a linear predictor function whose weights (i.e., coefficients) are estimated from the data. More specifically, wLHS employs a regularized version of least squares, known as Lasso [75], to estimate the weight for each configuration parameter. Lasso can reduce the effect of irrelevant variables in linear regression models by penalizing models with large weights. The major advantage of Lasso over other methods is that it is interpretable, stable, and computationally efficient [75]. There are also many practical and theoretical studies that have proven its effectiveness as a promising feature selection algorithm [76].

Lasso performs L1 regularization, which adds a penalty equal to the sum of absolute weights times a constant \( \lambda \) to the regression error. This type of regularization can result in sparse models with few nonzero coefficients. Therefore, Lasso regression is able to perform variable selection in the linear model. Variables with nonzero regression coefficients variables are most strongly associated with the response variable. \( \lambda \) is the turning factor that controls the amount of regularization. As the value of \( \lambda \) increases, more coefficients will be set to zero (provided fewer variables are selected) and so among the nonzero coefficients, more shrinkage will be employed. wLHS uses the Lasso path algorithm to determine the order of importance of the configuration parameters of a DMS. The algorithm starts with a high penalty setting where all weights are zero and then decreases the penalty in small increments, recomputes the regression, and tracks what configurations are added back to the model at each step. wLHS uses the order in which the configurations first appear in the regression to determine how much of an impact they have on the target metric (e.g., the first configuration selected is the most important).

The key ideas in wLHS is that samples should follow the correlation pattern exhibited by the Lasso-based weight calculation. If we observe from Figure 5 that clearly smaller values are stressed more under weighted sampling. The constant \( \omega \) can be determined through some preliminary studies. Larger \( \omega \) can make the performance better (i.e., a strong positive correlation), then smaller values are more important than larger ones. Hence we should sample more on the smaller values for parameter \( c_i \).

To realize the above weighted sampling idea, we use a truncated exponential density function proposed by Xi [83] for generating the samples. For each component parameter \( c_i \) of a configuration \( i = 1, 2, \ldots, n \), we assume a truncated exponential density function of the form:

\[
f(c, d, x) = d e^{-\omega_i c x}
\]

on sampling range \( x = [A, B] \), where \( \omega_i \) is determined by Lasso method and represents the correlation between performance and \( c_i \) through all past observations. Parameter \( c \) is used to reflect how aggressive the user wants the weighted sampling to be. Parameter \( d \) is the normalizing factor so that \( f(c, d, x) \) is a density function.

While sampling, we need to divide the interval \( [A, B] \) into \( k \) intervals with equal probability \( 1/k \). Let \( z_j \) be the \( j \)-th dividing point, with \( j = 1, 2, \ldots, k \) and \( z_0 = A \) and \( z_k = B \). Then

\[
\frac{j}{k} = \int_{z_{j-1}}^{z_j} f(c, d, x) \, dx
\]

We now need to draw one point \( \varepsilon_j \) from given interval \([z_j, z_{j+1}]\) which follows the conditional probability \( f(c, d, x) = h \), where \( h \) is the scaling constant:

\[
1 = \int_{z_j}^{z_{j+1}} \frac{f(c, d, x)}{h} \, dx
\]

To draw \( \varepsilon_j \), we first draw a random number \( u \), from the uniform distribution in \([0, 1]\) and need to satisfy the following equation:

\[
u = \int_{z_j}^{z_{j+1}} \frac{f(c, d, x)}{h} \, dx
\]

Finally, we have:

\[
\varepsilon_j = -\frac{\log(e^{-\omega_i c z_j} - u(e^{-\omega_i c z_j} - e^{-\omega_i c z_{j+1}}))}{\omega_i c}
\]

The solutions for intermediate variables \( d, z_j, h \) can be found in [83]. It is worth noting that the weighted LHS takes advantage of knowledge about the correlations between configuration parameters and system performance from past observations. The weight can be based on other metrics (rather than correlation), also one can choose other density functions rather than exponential to realize a similar concept of assigning different weights on different sampling regions [83].

To explain our wLHS method more intuitively, suppose there is a particular parameter \( c_i \) with a positive correlation \( \omega_i = 0.7 \) to the throughput. wLHS that uses the truncated exponential density function (Equation (7)) would divide the sampling space, say \([1,100] \), into 3 equal-probability intervals, as shown in Figure 5. We can observe from Figure 5 that clearly smaller values are stressed more under weighted sampling. The constant \( c = 5 \) in Equation (7) can be determined through some preliminary studies. Larger \( c \) would result in more aggressive weighted sampling [83].
4.3 AutoConfig Algorithm

Based on the comparison-based model and the weighted LHS method, we can implement our AutoConfig algorithm. The detailed process is specified in Algorithm 1.

Algorithm 1 AutoConfig(DMS, CB, TC)

Require: DMS: the target DMS; CB: configuration bounds; TC: time constraint.
1. Generate \( h \) different configs using LHS within CB;
2. Run these \( h \) configs on DMS, collect throughput results, and generate the initial training set \( T \);
3. \( B \leftarrow \) the best \( b \) configs in \( T \);
4. while \( TC \) permits more tests do
5. Calculate weight set \( \Omega \) for config parameters using Lasso method and \( T \);
6. Generate \( b \) different configs using wLHS and \( \Omega \) within CB, and then choose \( b \) out of \( h \) configs randomly;
7. Run these \( b \) configs on DMS, collect throughput results, and generate the exploration set \( EP \);
8. \( T \leftarrow T \cup EP \);
9. Train a comparison-based prediction model using \( T \);
10. for each config \( C_i \in B \) do
11. Set exploitation set \( EI \leftarrow \emptyset \);
12. Select \( h \) configs using wLHS in the bounded space of \( C_i \);
13. Choose the best config \( C_i^* \) from these \( h \) configs using \( M \);
14. Run DMS with \( C_i^* \), collect the throughput \( TP_i^* \);
15. \( EI = EI \cup \{(C_i^*, TP_i^*)\} \);
16. end for
17. \( B \leftarrow \) the best \( b \) configs from \( B \cup EP \cup EI \);
18. \( T \leftarrow T \cup EI \);
19. end while
20. return The best config in \( B \);

AutoConfig initially samples \( h \) configurations using standard LHS (line 1) and picks \( b \) configurations with the best performance (line 2-3). With these \( h \) initial samples, we use Lasso method to calculate weight set \( \Omega \) for configuration parameters (line 5). To explore the configuration space, we apply wLHS with \( \Omega \) and \( h \) intervals, and choose \( b \) configurations randomly (line 6). After that, we run these \( b \) configurations on the DMS and use the results to generate the exploration set \( EP \) (line 7).

Based on already generated samples, we train a comparison-based prediction model based on random forests (line 9), which indicates better performance among many different machine learning algorithms.

To exploit the previously-found best configurations, we apply a bound and search (BS) algorithm [90] to find potential better configurations near already known good configurations (line 10-16). This strategy works well in practice because there is a high possibility that one can find other configurations with similar or better performances around the configuration with the best performance in the sample set [90]. More specifically, for each configuration \( C_i \) in \( B \), BS generates another set of samples in the bounded space around \( C_i \). For each parameter \( c_j \) in \( C_i \), BS finds the largest value \( c_j^l \) (lower bound) that is represented in \( B \) and is smaller than that of \( C_i \). It also finds the smallest value \( c_j^u \) (upper bound) that is represented in \( C_i \) and that is larger than that of \( C_i \). The same bounding mechanism are carried out for every component parameter in \( C_i \). Figure 6 illustrates this bounding mechanism of BS with 2D space (five dots \( C_1-C_5 \)). After determining the bound for \( C_i \), we use wLHS again to divide each bound into \( h \) intervals and generate \( h \) samples close to \( C_i \) (line 12). Given these \( h \) configurations, we use the trained prediction model \( M \) to choose the best configuration \( C_i^* \) (line 13), and then collect the corresponding throughput \( TP_i^* \) by running the DMS with \( C_i^* \) (line 14). After that, the sample \( (C_i^*, TP_i^*) \) is added to the exploitation set \( EI \) (line 15). We repeat these bound and search steps until every configuration in \( B \) is tested, and update \( B \) with the best \( b \) configurations from \( B \cup EP \cup EI \) (line 17). We refine \( M \) and \( \Omega \) by adding new samples from exploration and exploitation phases to the training set \( T \) (line 8 and 18).

Once the time budget on exploration and exploitation is met, we stop searching and return the best configuration in \( B \) (line 20).

To satisfy the overall time constraint, we divide the AutoConfig algorithm into two phases, i.e. initial sampling, and exploration and exploitation. Suppose the time constraint is \( TC \), the proportion of time spent in these two phases is denoted as \( \alpha \) and \( \beta \) respectively, where \( \alpha + \beta = 1 \) and \( 0 \leq \alpha, \beta \leq 1 \). Let the average time of running an application with one configuration on the DMS equals to \( t \), we have \( h \approx \left\lceil \frac{\alpha^2 + \beta^2}{\alpha + \beta} T \right\rceil \) and \( b \approx \left\lceil \frac{\beta^2 T}{\alpha + \beta} \right\rceil \), where \( iter \) represent the approximate iterations in the exploration and exploitation phase, and \( h, b \) are hyperparameters in AutoConfig algorithm.

5 EXPERIMENTS

We have implemented our approach and conducted extensive experiments under different testing scenarios. The source code can be found in our project website: https://github.com/sselab/autoconfig. In this section, we first describe our experiment setup, and then present the experimental results to prove the efficiency and effectiveness of the proposed approach.

5.1 Experimental Settings

Runtime environment. We conduct our experiments on a public cloud infrastructure named Aliyun\(^1\). We use 4 Aliyun ECS instances

\(^1\)https://www.aliyun.com
consisting of two types: 1 memory type instance (r5) for producers, and 3 general type instance (g5) for DMS nodes. The producer node is equipped with an 8-core Intel Skylake Xeon Platinum 8163 2.5GHz processor, 16GB RAM, and 50G disk. Each of the DMS nodes is equipped with a 4-core Intel Skylake Xeon Platinum 8163 2.5GHz processor, 8GB RAM, and 50G disk. Both instances have CentOS 6.8 (64bit) installed. All of the VM instances are connected via a high-speed 1.5Gbps LAN.

**System and configuration setup.** We choose Kafka as our experimental system. Kafka is a distributed streaming platform for publishing and subscribing to streams of records, which is similar to a message queue or enterprise messaging system. We choose Kafka because it is a widely adopted open-source distributed message system.

Based on the Kafka manual [34] and previous studies [18, 42, 82], we identify 11 out of 200+ parameters that are considered critical to the performance of Kafka platform, as listed in Table 1. Note that even with only 11 parameters, the search space is still enormous, and exhaustive search is infeasible. The reason we choose a small subset of parameters that have great impact on performance instead of all configurable parameters is because reducing the number of tuning parameters can reduce the search space exponentially, and most existing automatic configuration approaches [18, 42, 82] also adopt this feature selection strategy. It’s worth noting that because of the linear computing complexity of wLHS on the number of parameters, our approach is general enough and works for high-dimensional parameter spaces.

**Benchmark.** Based on the previous Kafka testing experiences [25, 40], we design eight testing scenarios with the combination of different numbers of producers, message sizes, and message acknowledgement modes. Table 2 lists these testing setups.

### 5.2 Baseline Algorithms

To evaluate the performance of AutoConfig, we compare it with five state-of-the-art algorithms, namely random search [7], BestConfig [90], RFHOC [6], Hyperopt [8], and SMAC [28]. We provide a brief description for each algorithm and report its hyperparameters (if necessary) as follows:

- **Random search (Random)** is a search-based approach that explores each dimension of parameters uniformly at random. It is more efficient than grid search in high-dimensional configuration spaces, and is a high-performance baseline, as suggested in [7].

- **BestConfig** is a search-based approach that uses divide-and-conquer sampling and recursive bound-and-search algorithm to find a best configuration. We follow the suggestions in [90].

- **RFHOC** is a learning-based approach that constructs a prediction model using random forests, and a genetic algorithm to automatically explore the configuration space. We use the hyperparameters suggested in [6].

- **Hyperopt** is a learning-based approach based on Bayesian optimization. It is widely used for hyperparameter optimization. We use the suggested settings in [8].

- **SMAC** is a learning-based method using random forests and an aggressive racing strategy.

In AutoConfig algorithm, we set the number of iterations to 100 for random forest model, and do not limit the depth of the decision tree and the number of available features for the tree; the proportions of time spent in initial sampling and E&E phases are 0.4 and 0.6 (i.e. $\alpha=0.4$, $\beta=0.6$); the values of other two hyperparameters, i.e. $h$, and $b$ for each testing scenario are set to 10 and 5, respectively.

For each run in our experiments, every algorithm is executed under the same time constraint and stops once the constraint is met.

### 5.3 Evaluation Metrics

We consider two performance metrics in our experiments for performance evaluation, namely rank accuracy (RA) and throughput (TP). RA is a metric that evaluates the prediction model, and TP is the ultimate performance metric for AutoConfig.

**Rank accuracy (RA).** As defined in Section 4, RA is used here to evaluate the quality of a predicted ranking (the prediction) for a set of configurations by comparing it with the corresponding real ranking (the truth). Note again that the ranking-ability of a prediction model is more important than its prediction accuracy in AutoConfig, because we need to use a prediction model to choose the best configurations in each exploitation phase of Algorithm 1 (line 13 in Algorithm 1).

**Throughput (TP).** TP is the rate of successful message delivery to a distributed message system (i.e. producer-side throughput).

---

#### Table 1: Performance-relevant parameters in Kafka

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>num.network.threads</td>
<td>3</td>
</tr>
<tr>
<td>num.io.threads</td>
<td>8</td>
</tr>
<tr>
<td>queued.max.requests</td>
<td>500</td>
</tr>
<tr>
<td>num.replica.fetchers</td>
<td>1</td>
</tr>
<tr>
<td>socket.receive.buffer.bytes</td>
<td>102400</td>
</tr>
<tr>
<td>socket.send.buffer.bytes</td>
<td>102400</td>
</tr>
<tr>
<td>socket.request.max.bytes</td>
<td>104857600</td>
</tr>
<tr>
<td>buffer.memory</td>
<td>35554432</td>
</tr>
<tr>
<td>compression.type</td>
<td>16384</td>
</tr>
<tr>
<td>batch.size</td>
<td>0</td>
</tr>
<tr>
<td>linger.ms</td>
<td>none</td>
</tr>
</tbody>
</table>

#### Table 2: Testing scenarios of our experiment

<table>
<thead>
<tr>
<th>No.</th>
<th># of Producers</th>
<th>Message Size</th>
<th>Ack Modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.1KB</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1.0KB</td>
<td>-1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.1KB</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1.0KB</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>0.1KB</td>
<td>-1</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>1.0KB</td>
<td>-1</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>0.1KB</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>1.0KB</td>
<td>1</td>
</tr>
</tbody>
</table>

1In Kafka, Ack=1 means that the leader will write the record to its local log but will respond without awaiting full acknowledgement from all followers. Ack=-1 means that the leader will wait for the full set of in-sync replicas to acknowledge the record. For more details, see in [34].
As expected, the default configuration does not perform well. Our AutoConfig achieves an average of 20.78% improvement over Random, 17.71% improvement over BestConfig, 22.03% improvement over RFHOC, 20.52% improvement over Hyperopt, and 23.68% improvement over SMAC. We can conclude from Figure 7 that AutoConfig achieves stable and significant improvements compared with the other five algorithms. Another interesting observation from Figure 7 is that the random search achieves surprisingly good results in our experiments. This is consistent with the findings of Bergstra and Bengio in [7].

### 5.5 Threats to Validity

**Internal validity:** To increase internal validity, we performed a controlled benchmark experiment by executing each test case five times and calculate the average of these five runs. Such method can avoid misleading effects of specifically selected test cases and ensures the stability of the throughput result for each scenario. In addition, we use the same sample set and the same random-forest model with identical hyperparameter values to compare the rank accuracy for the CBM and the PBM in each test case. Such results are reliable and can be treated as the ground truth. In our experiments, the value of the time proportion $\alpha$ and $\beta$ (they control the time ratio between model training and E&E phases, and in turn decide the hyperparameters $h$ and $b$ of AutoConfig) are set to 0.4 and 0.6 respectively, and the value of constant $c$ in Equation (7) is set to 5 (as suggested in [83]). However, the values of these parameters are domain-specific, and can be set by a domain expert. Nevertheless, in cases where the precise values are unknown, using the middle value (for $\alpha$ and $\beta$) and the value suggested by previous study [83] (for $c$) seems to be reasonable choices. In addition, we tried multiple values of these parameters in our experiments and observed that the good values of these parameters that can lead to better throughput results are different from test case to test case.

**External validity:** We aimed at increasing external validity by choosing eight testing scenarios with various application-level parameters on a mainstream open source software Kafka. Furthermore, we are aware that because the two key components of AutoConfig, i.e. comparison-based model and weighted LHS, are general enough and independent to the system under tune (SUT), the results of our evaluations are transferable to other DMSs.

### 6 CONCLUSION

In this paper, we propose AutoConfig – an automatic configuration system to optimize throughput for DMSs. AutoConfig constructs a novel comparison-based model (CBM) different from the prediction-based model (PBM) used by previous learning-based approaches. Intensive experiments show that our CBM can obtain better results than that of PBM, under the same random forests based method and a given time constraint. Furthermore, the AutoConfig algorithm uses weighted LHS method to select a set of samples that can provide a better coverage over the high-dimensional parameter space, and searches for more promising configurations.
Table 4: Throughput results (MB/s) from different algorithms with fixed time constraints

<table>
<thead>
<tr>
<th>No.</th>
<th>TC (h)</th>
<th>Default Imp(Default)</th>
<th>Random Imp(Random)</th>
<th>BestConfig Imp(BestConfig)</th>
<th>RFHOC Imp(RFHOC)</th>
<th>Hyperopt Imp(Hyperopt)</th>
<th>SMAC Imp(SMAC)</th>
<th>AutoConfig</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>4.28 382.48%</td>
<td>17.28 19.50%</td>
<td>17.46 18.27%</td>
<td>17.57 17.53%</td>
<td>17.25 19.71%</td>
<td>17.41 18.61%</td>
<td>20.65</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>7.09 426.80%</td>
<td>30.08 24.17%</td>
<td>29.39 27.08%</td>
<td>28.18 32.54%</td>
<td>24.97 49.58%</td>
<td>28.34 31.79%</td>
<td>37.35</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>18.20 47.20%</td>
<td>19.77 35.51%</td>
<td>21.02 27.45%</td>
<td>20.41 31.26%</td>
<td>20.89 28.24%</td>
<td>21.00 27.57%</td>
<td>26.79</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>24.85 52.76%</td>
<td>31.21 21.63%</td>
<td>31.53 20.39%</td>
<td>32.80 15.73%</td>
<td>32.65 16.26%</td>
<td>32.56 16.58%</td>
<td>37.96</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>4.42 448.60%</td>
<td>31.46 11.95%</td>
<td>31.50 11.81%</td>
<td>25.44 38.44%</td>
<td>31.90 10.41%</td>
<td>30.34 16.08%</td>
<td>35.22</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>10.18 293.12%</td>
<td>31.96 25.22%</td>
<td>37.33 7.21%</td>
<td>32.55 22.95%</td>
<td>35.81 14.57%</td>
<td>24.32 40.02%</td>
<td>64.96</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>45.5 37.03%</td>
<td>54.87 13.63%</td>
<td>56.27 10.81%</td>
<td>54.31 14.80%</td>
<td>53.96 15.55%</td>
<td>56.86 62.35%</td>
<td>9.66</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>68.35 44.59%</td>
<td>86.24 14.60%</td>
<td>85.37 15.77%</td>
<td>90.24 9.52%</td>
<td>83.82 17.91%</td>
<td>82.06 20.44%</td>
<td>98.83</td>
</tr>
</tbody>
</table>

Figure 7: Performance comparison among different algorithms using the trained CBM. In depth experiments on AutoConfig demonstrate its superior performance to existing five state-of-the-art configuration algorithms on eight different testing scenarios.

Our further work includes refining our AutoConfig approach by supporting the automatic selection of the appropriate hyperparameters (i.e. α, β, and c) given a specific test case and a time constraint. We will also investigate the possibility of applying our approach to other DMSs such as RabbitMQ, ActiveMQ, and RocketMQ. Last, we hope to abstract the proposed algorithm and release it as an automatic parameter configuring service for other configurable software systems.
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