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Abstract—Complex software systems often provide a large number of parameters so that users can configure them for their specific application scenarios. However, configuration tuning requires a deep understanding of the software system, far beyond the abilities of typical system users. To address this issue, many existing approaches focus on exploring and learning good performance estimation models. The accuracy of such models often suffers when the number of available samples is small, a thorny challenge under a given tuning-time constraint. By contrast, we hypothesize that good configurations often share certain hidden structures. Therefore, instead of trying to improve the performance estimation of a given configuration, we focus on capturing the hidden structures of good configurations and utilizing such learned structure to generate potentially better configurations. We propose ACTGAN to achieve this goal. We have implemented and evaluated ACTGAN using 17 workloads with eight different software systems. Experimental results show that ACTGAN outperforms default configurations by 76.22% on average, and six state-of-the-art configuration tuning algorithms by 6.58%-64.56%. Furthermore, the ACTGAN-generated configurations are often better than those used in training and show certain features consisting with domain knowledge, both of which supports our hypothesis.
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I. INTRODUCTION

Many software systems, such as middleware, databases, and Web servers, provide a large number of parameters for users to configure in order to achieve desirable functional behaviors and non-functional properties (e.g., performance and cost). For example, both Spark and HBase have 200+ parameters that a user can configure, among which 10-15 are considered critical. It often takes an experienced system developer months of efforts to reason about the underlying interactions between parameters, let alone novice users.

Performance (e.g., execution time, throughput, requests per second) is one of the most important non-functional properties. Previous studies have shown that configurations have a significant impact on performance. Because software systems are complex with many configurable options that control nearly all aspects of their runtime behaviors. With this complexity, tuning a large number of configuration parameters requires a deep understanding of the target system and has far surpassed the abilities of typical system users. As a result, users often (have to) accept the default settings. Alternatively, organizations may choose to hire human experts to configure their software systems. Unfortunately, manual configuration is labor-intensive, time-consuming, and often suboptimal. Therefore, there is a dire need for automatic configuration tuning on software systems.

One intuitive approach of automatic configuration tuning is to measure the performance of all configurations of a system to identify the configuration with the best performance. Unfortunately, this is usually infeasible because of the combinatorial nature of configuration parameters and the high-dimensional configuration space. Specifically, there are three main challenges in configuration tuning of complex software systems:

1. **Heterogeneity.** Software systems that require configuration tuning are highly heterogeneous, including message system like Kafka, data analytic systems like Spark and Hive, database systems like Redis and MySQL, and Web servers like Tomcat. Performance metrics also differ, including throughput, execution time, transactions per minute, etc. Furthermore, application workload can vary significantly. For example, Figure 1 illustrates the heterogeneity of performance surface under only two parameters. We can see that Redis and Hive have bumpy performance surfaces, while Kafka has a relatively smooth performance surface.

2. **Complexity.** Given different performance metrics and different workloads, a deployed software system can have highly complex performance surfaces for a given set of configuration parameters, as shown in Figure 1. It often takes an experienced system developer months of efforts to reason about the underlying interactions between parameters, let alone novice users.

3. **Costing evaluation.** It is often costly to evaluate the performance of an individual configuration in a large software system. Because no performance simulator exists for general systems, performance evaluation often requires real experiments on production systems. Such an evaluation is not only time-consuming (e.g., executing a complex benchmark takes minutes or hours) but also expensive (e.g., running a real system for one minute may cost hundreds of dollars). Hence, obtaining performance samples, i.e. the performance results with different configurations, is costly.

Existing automatic configuration tuning methods include model-based, simulation-based, search-based, and learning-
based, as discussed in Section II. Among them, learning-based tuning has received much recent attention. The key idea of learning-based tuning is to construct a performance prediction model using training samples of different configurations, and then explores better configurations using some searching algorithms. Although previous studies on learning-based tuning show promising results, one critical drawback is that it requires a lot of samples to train an accurate prediction model. For example, previous study [16] has shown that a typical learning-based approach needs about 2000 samples to obtain a good prediction model with 10 configuration parameters. Apparently, the assumption of the abundance of samples used in many learning-based methods is invalid considering the constrained time for tuning. Given the limited tuning time in practice, only a small number of samples can be obtained. It typically results in a less accurate prediction model that jeopardizes the exploration for better configurations.

To overcome these challenges, we propose ACTGAN (Automatic Configuration Tuning using Generative Adversarial Network) that aims to automatically generate good configurations for different software systems under a given time constraint. We approach the configuration tuning for software system (CTSS) problem in an unconventional manner – our hypothesis is that good configurations share certain hidden structures. Therefore, instead of trying to improve the performance estimation of a given configuration, we focus on capturing the hidden structures of good configurations and utilizing the hidden structures of existing good configurations, without the need of learning a performance prediction model.

- We evaluate the performance of ACTGAN through extensive experiments using 17 workloads under eight different software systems. We show that ACTGAN outperforms default configurations by 76.22% on average, and six state-of-the-art tuning algorithms by 6.58%-64.56%.

II. RELATED WORK

Automatic configuration tuning for software systems has received much attention from both industry and academia. We classify the previous studies on this problem into four categories: model-based, measurement-based, search-based, and learning-based configuration tuning approaches, where the latter two are most recent and relevant to our work.

Model-based configuration tuning. The key to model-based configuration tuning is to construct an analytical performance model for a software system on the early stage of system development [17], see [18] and [19] for reviews. Model-based approaches rely on domain specific knowledge, mathematical theories or software architecture abstraction. They can be labor-intensive, imprecise, and difficult to evolve.

Measurement-based configuration tuning. Measurement-based configuration tuning aims to derive performance models for software systems by statistical inferencing based on benchmarked measurement data [20]. They collect program profiles to identify performance bottlenecks, which often fail to capture the overall program performance [21]. Also, most of these approaches lack generality [22].

Search-based configuration tuning. Search-based approaches regard configuration problem as a black-box optimization problem and use search algorithms to solve it, such as in [23], [24], [25]. The search strategies include recursive random search (RRS) heuristics [26], [16], evolutionary algorithms [27], [28], hill-climbing algorithms [29], and recursive bound & search [4].

Search-based configuration is simpler and more general compared to other approaches, because it takes the target software system as a black-box function and does not need detailed information about the internals. However, they fail to exploit the knowledge of already-known good configurations and need to search for the parameter space more times to obtain good configurations [30].
Learning-based configuration tuning. The most relevant to our work is learning-based configuration tuning. These approaches try to construct performance prediction models first by observing a collection of running results under different configurations, and then apply some search algorithms to find the optimal configuration based on these models. The methods and models often used include regression [31], [32], [33], [34], SVM/SVR [35], [36], CART [6], Fourier learning (FL) [37], random-forest [38], [5], artificial intelligence (AI) planning [39], spectral learning [40], Classification and Regression Training (Caret) [41], Bayesian optimization [42], [43], [44], [30], reinforcement learning [45], comparison-based model [46], and transfer learning [47], [48].

Learning-based approaches require considerable numbers of samples to construct a good performance prediction model for a software system [25]. The high demand of samples is challenging here because only a limited set of samples can be acquired under a given time constraint.

III. PROBLEM STATEMENT

In this paper, we study Configuration Tuning for Software Systems (CTSS). As illustrated in Figure 2, for a given system and a specific workload, the goal of CTSS is to search for an optimal configuration to achieve the best performance by exploring the high-dimensional parameter space within a limited time period. We call this process of selecting configuration settings as configuration tuning (or just tuning).

More specifically, a CTSS problem can be defined with the following components.

System Under Tune (S). Many software systems, such as data analytic framework, databases, and Web servers, provide a large number of parameters for users to configure. The subject system that we want to tune is called the system under tune (SUT) [4], and is represented as S.

Configuration (C). We represent a configuration of an SUT as a set \( C = (c_1, c_2, \ldots, c_n) \) of \( n \) parameters, and the value of each parameter \( c_i \) must be within \( CB \), the configuration bound predefined by the SUT. Each configuration \( C_i \) of an SUT is represented as an \( n \)-tuple, assigning a valid value to each parameter in \( C \).

Workload (W). A workload \( W \) represents a specific task running on an SUT. Example workloads include an application on Spark, a set of transactions on MySQL, or a group of requests on Tomcat. In the CTSS problem, we assume the workload \( W \) is given. Furthermore, we can measure the performance of the SUT under a given configuration \( C \) by simply executing the \( W \) on SUT under \( C \), and record its performance.

Performance (P). Performance is an essential non-functional property of an SUT that can directly affect user perception and running cost. It is the optimization goal of our CTSS problem. We treat the performance \( P(C) \) as a blackbox function, and use the \( P(S, W, C) \) to denote the performance value, given an SUT \( S \), a workload \( W \), and a configuration \( C \). Different SUTs have different performance goals for configuration tuning: for a data-access workload on MySQL, the performance goal is to increase the throughput, while for a data analytical job on Spark, it would be to reduce the execution time. Without loss of generality, we assume that we want to maximize the performance value over all configurations.

Time Constraint (TC). In a practice, the time for configuration tuning is often restricted. We define this restricted tuning time as time constraint, denoted as \( TC \). Any solution to the CTSS problem must complete within \( TC \).

In summary, the CTSS problem can be defined as follows:

\[
\max_{C \in C_B} P(S, W, C) \quad (1)
\]
\[
s.t. \text{tuning time } \leq TC \quad (2)
\]

where (1) states that given an SUT \( S \) and a workload \( W \) on \( S \), the goal of CTSS is to find a configuration \( C \) among all valid configurations of \( S \) that maximize the performance. The constraint (2) is that any solution to the problem must terminate after a \( TC \) amount of tuning time.

This definition shows that the goal of CTSS is to search for an optimal configuration of a set of parameters to maximize the performance. According to a previous study [49], CTSS is essentially an instance of classic combinatorial optimization (CO) problems [50], which is known to be NP-complete. The NP-completeness proof by restriction is established in [51]. Therefore, a naïve exhaustive search solutions would not be practical due to the high dimensionality of parameter space and the combinatorial nature of brutal force search.

IV. ACTGAN FOR CTSS PROBLEM

In this section, we introduce ACTGAN – a generative adversarial network (GAN) model to solve the CTSS problem. Its key idea is to capture the hidden structures of good configurations by learning how already-known good configurations are distributed in a high-dimensional configuration space. In the following, we first analyze existing tuning approaches and their limitations. We then present ACTGAN, a novel approach, which solves the CTSS problem in an unconventional manner. Finally, we discuss the details of the ACTGAN algorithm.

A. Motivation

For a given SUT, finding a good configuration is challenging because of the high-dimensionality of the configuration space, the limited amount of tuning time, and the lack of a priori
knowledge about its performance surface. To address these challenges, the following approaches have been considered.

Recently, learning-based approaches are the most popular ones for addressing the CTSS problem. The key step is to construct a performance prediction model for an SUT using collected performance samples under different configurations. However, given the time constraint for tuning, one can obtain only a limited number of samples because it often takes minutes or hours to evaluate the performance of an individual configuration on an SUT. Having insufficient samples leads to an inaccurate prediction model [25] and directly affects the tuning performance [4].

Bayesian optimization (BO) based approaches are also popular ways to optimize objective functions that are costly to evaluate [30]. They build a surrogate for the objective, quantify the uncertainty in that surrogate using Gaussian process regression, and then use an acquisition function defined from this surrogate to decide where to sample [52]. Essentially, BO uses all the information available from previous evaluations of the objectives instead of relying simply on local gradient and Hessian approximations. While BO methods often have good convergence guarantees, their short-term performance under a limited number of samples is not always desirable in practice because they may spend too much time exploring uncertain spaces.

Search-based approaches, such as random search, on the other hand, take the SUT as a black-box function and do not need the detailed information about its internals. However, because they fail to exploit the knowledge of already-known good configurations, they have to explore the high-dimensional configuration space more times in order to obtain the optimized configuration [30]. Other heuristic algorithms, such as genetic algorithm (GA), particle swarm optimization (PSO), etc., are able to handle high-dimensional combinatorial optimization problems [53]. Unfortunately, they often need at least thousands of evaluations to find good configurations with 10–20 dimensions according to our experiments, which is infeasible in our time-constrained CTSS scenario.

Most of the above approaches focus on improving the performance estimation/modeling of a configuration under a limited number of samples. By contrast, our hypothesis is that good configurations often share certain hidden structures. Therefore, instead of trying to improve the performance estimation of a given configuration, we focus on capturing the hidden structures of good configurations. In the literature, GANs have been shown to be a powerful tool for finding hidden structures, which is why we adopt them here to address the CTSS problem.

Figure 3 illustrates the automatic configuration tuning process of ACTGAN. ACTGAN simultaneously trains two models: a generative model $G$ that captures the hidden structures of the already-known good configurations from the training examples, and a discriminative model $D$ that estimates the probability that a sample comes from the training data rather than from $G$. More specifically, we use the random sampling method to generate a set of configurations, test them on the SUT, and select a subset of configurations, i.e. training examples, with the best performance. Using this training set, we train a GAN with a discriminator and a generator network. The GAN structure forces the networks to learn the hidden structures of good configurations. To utilize the hidden structures, we use the trained generator to generate a set of potentially good configurations. Finally, we test these configurations on the SUT and select the best one.

In summary, we propose an innovative way of utilizing the GAN structure for CTSS that uncovers and utilizes the hidden structures of good configurations.

B. ACTGAN Algorithm

Using the tuning process shown in Figure 3, we now discuss the ACTGAN algorithm in Algorithm 1.

**Estimating the sample size.** Given a tuning time constraint $TC$, an SUT $S$ consisting of $C$ parameters, and a specific workload $W$ running on $S$, let $t(C)$ be the execution time under the configuration $C$. The execution time of two different configurations may differ significantly. For example, the running time of a pagerank workload on Spark using the default configuration is 440s, this time falls to 242s under an optimized configuration. Suppose the tuning time constraint is $TC$ and the number of recommended configurations from $G$ is $N_r$ (we need to run $S$ with these $N_r$ configurations to find the best one, see line 18); then we can use the running time under default configuration to make a conservative estimate of the sample size $N_s$ (line 1–2).

**Random sampling.** Given $TC$, $S$, $C$, $W$, and a set $BC$ representing the configuration bound for every parameter, ACTGAN first generates a set of configurations $T'$ from $C$ within $BC$. This collection of configurations serves as a training set for our GAN model. We use the random sampling (RS) strategy, as it can effectively search for a larger configuration space, especially when configuration parameters are not equally important [23] (line 3).
Algorithm 1 ACTGAN(S, W, C, TC, CB)

Input: S: the target SUT; W: workload; C: configuration; TC: time constraint; CB: configuration bounds.

Variables: T: the set of initial samples, |T| = N_s; R: the set of potentially good configurations recommended by G, |R| = N_r.

1: \( C(S) \leftarrow \) the time of running S using the default configuration \( C_{0} \);
2: \( N_s = \ceiling{\frac{TC}{C_{0}}} - N_s \);
3: \( T \leftarrow RS(N_s, S, W, C, CB) \);
4: \( b \leftarrow \) a set of b configurations with the best performance from \( T \);
5: for number of training iterations do
6: for any k steps do
7: Sample minibatch of m noise samples \( \{z^{(1)}, z^{(2)}, \cdots \} \),
8: \( z^{(m)} \) from noise prior \( p_{\theta}(z) \);
9: Sample minibatch of m configurations \( \{x^{(1)}, x^{(2)}, \cdots \} \) from \( B \);
10: Update the discriminator by ascending its stochastic gradient:
\[
\nabla_{\theta} D \frac{1}{m} \sum_{i=1}^{m} [\log D(z^{(i)}) + \log (1 - D(G(z^{(i)})))]
\]
11: end for
12: end for
13: Sample minibatch of m noise samples \( \{z^{(1)}, z^{(2)}, \cdots \} \),
14: \( z^{(m)} \) from noise prior \( p_{\theta}(z) \);
15: Update the generator by descending its stochastic gradient:
\[
\nabla_{\theta} G \frac{1}{m} \sum_{i=1}^{m} [\log (1 - D(G(z^{(i)})))]
\]
16: end for
17: \( R \leftarrow N_s \) configurations recommended by G;
18: Run workload \( W \) on \( S \) with each configuration in \( R \);
19: Select the configuration \( C^{*} \) with the best performance in \( R \cup B \);
20: return \( C^{*} \);

GAN architecture design. After obtaining \( T \), a subset \( B \) of \( T \) consisting of the best \( b \) configurations are selected to serve as the training set for the discriminator \( D \) of the ACTGAN (line 4). Specifically, we model both the generator \( G \) and the discriminator \( D \) using three-layer feedforward neural networks (NNs) with one hidden layer. Simple neural networks work here because the performance surfaces of SUTS are often continuous (although not necessarily smooth) [4], so NNs can capture the hidden structures of the performance surfaces. We note that the original convolution neural network (CNN) structured GAN works well for image processing, because such convolution operators generally capture intensity, gradient, and edge characteristics of images. However, in our case, CNNs fail to capture the hidden structures among the parameters for a given SUT. The detailed architecture of ACTGAN is discussed in the Section V-B.

Model training. At any step of the training process, the generator \( G \) takes as input a Gaussian noisy source \( z \sim p_{\theta}(z) \) and produces a set of synthetic configurations \( \{z^{(1)}, z^{(2)}, \cdots, z^{(m)}\} \) that aims to follow a unknown target data distribution for good configurations (line 7–8, 13–14). Meanwhile, the discriminator \( D \) takes a subset of already-known good configurations \( \{x^{(1)}, x^{(2)}, \cdots, x^{(m)}\} \) as input and learns to maximize the probabilities that \( z \) is fake and \( x \) is real.

The min-max adversarial loss for training the generator network \( G \) and discriminator network \( D \) is formulated as:
\[
\min_{G} \max_{D} \mathbb{E}_{z \sim p(z)} [\log D(z^{(i)})] + \mathbb{E}_{z \sim p_{\theta}(z)} [\log (1 - D(G(z^{(i)})))]
\]

where we train \( D \) to maximize the probability of identifying the good configurations to both training examples and samples from \( G \), and simultaneously train \( G \) to minimize \( \log (1 - D(G(z))) \). The goal of this process is to learn the hidden distribution of already-known good configurations \( p(x) \) via \( G \), and generate realistic fake good configurations (line 11).

When we train \( G \) given \( D \), we minimize the following loss of \( G \) (line 15):
\[
\mathbb{E}_{z \sim p_{\theta}(z)} \min [\log (1 - D(G(z^{(i)})))]
\]

In our ACTGAN algorithm, we adopt ADAM [54], an optimized mini-batch stochastic gradient descent (SGD) method, to update the parameters in the networks in an efficient and stable way.

Configuration recommendation. After finishing the training, we use the generator \( G \) to construct a set of \( N_r \) recommended configurations \( R \) and run them on the SUT. Finally, we select the best configuration in \( R \cup B \), where \( B \) is the best configurations generated using random sampling method. (line 17–20).

V. ACTGAN IMPLEMENTATION

A. Data preparation

Categorical data processing. Categorical variables are parameters that contain label values rather than numeric values, and the number of possible values is often limited to a fixed set. Categorical variables are common in software configurations. For example, there are two categorical variables, i.e. \texttt{spark.io.compression.codec=\{snappy, \_lz4, \_lz\}} and \texttt{spark.serializer=\{JavaSerializer, KryoSerializer\}}, of Spark framework in our experiments. Because our neural networks cannot operate on categorical data directly, they require all input variables and output variables to be numeric.

There are two encoding methods, i.e integer encoding and one hot encoding, that can convert categorical data to numerical data. In CTSS problem, categorical variables often have no ordinal relationship, using integer encoding and allowing the model to assume a natural ordering between categories may result in poor performance or unexpected results. In this case, we use one hot encoding to add binary variable for each unique categorical value. In the “\texttt{spark.io.compression.codec}” variable example, there are three categories and therefore three binary variables are needed. A “1” value is placed in the binary variable for the used compression options and “0” values for the other options, as shown in Table I.

Data normalization. Software configuration parameters are often in highly different ranges. Take the Web server Tomcat for example, the \# of minimal processors parameter ranges from 1–100 in our experiments, while the connection timeout
ranges from 0–30,000 and higher. Further analysis shows that the parameter connection timeout intrinsically influences the result more due to its larger value. But this doesn’t necessarily mean it is more important as a predictor.

To address problem, we use standard score to normalize the dataset. More specifically, let \( x \) be the original value of a parameter, \( z \) be the normalized value, we have:

\[
    z = \frac{x - \mu}{\sigma}
\]

where \( \mu \) is the mean value of the parameter, and \( \sigma \) is the standard deviation of the parameter values.

### B. GAN Architecture

Like any typical GAN architecture, ACTGAN consists of two main components – a generator \( G \) and a discriminator \( D \). The goal of the generator is to generate synthetic configurations that are plausible in the input (good) configurations. At the same time, the discriminator learns to distinguish the suboptimal configurations from the good ones that come from the training set. Both \( G \) and \( D \) are trained end-to-end using backpropagation.

At each step of the training process, ACTGAN uses \( G \) to generate a set of synthetic configurations, takes one configuration at a time to feed as \( D \)'s input. \( D \) outputs a single score that represents the probability of the configuration being real. An overview of ACTGAN’s detailed architecture of the generator and the discriminator can be seen in Figure 4 and 5, respectively.

**Generator**. The generator \( G \) defines an implicit probabilistic model for generating good configurations: \( C = \{c_1, c_2, \ldots, c_n\} \sim G \). We model \( G \) as a three-layer feedforward neural network. More specifically, \( G \) consists of an input layer of non-computational units (one for each input), one hidden layer of computational units, and an output layer of computational units. The key procedure of \( G \) is to pass the input signal forward and the error signal backward through the network.

In the forward pass, a latent \( m \times k^g \) matrix \( I_g \) (represents \( m \) noise samples) drawn from a multivariate Gaussian distribution is presented to the input layer, and the input signal is filtered forward through the subsequent hidden layer (with \( k^h \) nodes) of the network to generate a set of outputs. The network outputs, i.e. a set of \( m \) synthetic configurations (a \( m \times k^o \) matrix \( O_g \)), are fed into the discriminator \( D \) and the possibility value for each configuration can lead to good performance is generated an error signal.

In the backward pass, the synaptic weights are updated using the learning constant according to the effect they have in generating the incorrect outputs. Figure 4 demonstrates the passing of noise prior \( I_g \) through a neural network and the structure of our three-layer network. The presentation of noise samples to the network is repeated in each minibatch until the network is stabilized and no more adjustments are required for the synaptic weights, or the maximum number of epochs has been reached.

As described in Table III, the number of input neurons for \( G \) is set to 5 \((k^g = 5)\); the number of hidden neurons for \( G \) is set to 128 \((k^h = 128)\); and the number of output neurons for \( G \) is set to \( n \) \((k^o = n)\), i.e. the number of parameters for a given SUT.

**Discriminator**. The discriminator \( D \) is also a three-layer feedforward neural network with a hidden layer consisting of \( k^d \) nodes. At every time step, a \( m \times k^g \) matrix \( I_d \), denoting \( m \) configurations generated by \( G \) (i.e. \( k^g = k^o = n \)), is fed as input. After processing these configurations, the discriminator outputs a vector of \( m \) scalar values that represents the probability of each synthetic configuration being good.

As shown in Table III, the number of initial training samples fed into \( D \) is set to 32 \((b = 32)\); the number of input neurons
for $D$ is set to $n$ ($k^D_1 = n$), i.e. the number of parameters for a given SUT; the number of hidden neurons for $D$ is set to 128 ($k^D_2 = 128$); and the number of output neurons for $D$ is set to 1 ($k^D_0 = 1$).

C. Model Training

To stabilize our model training procedure, we modify the negative log likelihood objective by clipping the values between 0 and 1. This loss performs more stably during training and generates higher quality results. We use the ADAM optimizer [54] with a momentum value of 0.5. All networks were trained from scratch with a learning rate of 0.0001 and the total number of epochs are set to 150,000 for all 17 workloads. Finally, we apply instance normalization with batch size of 16 ($n=16$). We tried the conventional value 64 of batch size at the first place but observed the model oscillation of $G$ and $D$ during the training process, and finally found out that the 16 is an appropriate value for the CTSS problem after many attempts.

VI. EXPERIMENTS

We have implemented the ACTGAN and other algorithms, and conducted extensive experiments under diverse workloads. The source code and the data can be found in the online anonymous repository: https://github.com/anon4review/ACTGAN. In this section, we first describe our experiment setup, and then present the experimental results to prove the efficiency and effectiveness of the proposed approach.

A. Experimental Settings

**Running environment.** We conduct our experiments on a local cluster of 5 physical servers. Each server is equipped with two 8-core Intel Xeon E5-2650v2 2.6GHz processors, 256GiB RAM, 1.5TB disk, and running CentOS 6.0 and Java 1.7.0_25. All of servers are connected via a high-speed 1.5Gbps LAN. To avoid interference and comply with the actual deployment, we run the SUTs, the workload generators and the ACTGAN algorithm on different physical servers at each experiment.

**SUTs, benchmarks, parameters, and performance metrics.** We choose eight widely used software systems to evaluate ACTGAN, namely Kafka [10], Spark [1], Hive [11], Redis [12], MySQL [13], Cassandra [14], HBase [2] and Tomcat [15]: Kafka is a distributed message system (DMS) for publishing and subscribing to streams of records; Spark is a cluster computing engine for big data analytics; Hive is a data warehouse software that manages large datasets residing in distributed storage using SQL; Redis is an open-source in-memory data structure store; MySQL is an open-source relational database management system (RDBMS); Cassandra is an open-source column-oriented NoSQL database management system; HBase is a distributed and scalable big data store; and Tomcat is an open source implementation of the Java Web technologies.

We use six customized workloads for Kafka; HiBench [55] for Spark; YCSB [56] for Hive, Cassandra and HBase; Redis-Bench for Redis; TPCC for MySQL; and JMeter for Tomcat. For each SUT, we use domain expertise to identify 10–14 parameters that are considered critical to the performance, as in [4], [5], [31]. Note that even with only these parameters, the search space is still enormous, and exhaustive search is infeasible. The reason we choose a small subset of parameters that have great impact on performance instead of all configurable parameters is because reducing the number of tuning parameters can reduce the search space exponentially, and most existing approaches [4], [5], [31] also adopt this manual feature selection strategy. Table II summarizes the SUTs along with the benchmarks, the numbers of tuned parameters, and performance metrics, respectively.

**Baseline Algorithms and Hyperparameters.** To evaluate the performance of ACTGAN, we compare it with six state-of-the-art algorithms, namely random search [23], BestConfig [4], RFHOC [5], SMAC [43], Hyperopt [44], and AutoConfig [46]. We provide a brief description for each algorithm as follows and report its hyperparameters (including ACTGAN) in Table III.

**Random search (Random)** is a search-based tuning approach that explores the configuration space uniformly at random [23].

**BestConfig** is a search-based tuning approach that uses divide-and-diverge sampling and recursive bound-and-search algorithm to find the best configuration.

**RFHOC** is a learning-based tuning approach that constructs a prediction model using random forests, and a genetic algorithm to automatically explore the configuration space.

**SMAC** is a learning-based tuning method using random forests and an aggressive racing strategy.

**Hyperopt** is a learning-based tuning approach based on Bayesian optimization. It is widely used for hyperparameter optimization.

**AutoConfig** is a learning-based tuning approach using a comparison-based prediction model and a weighted Latin hypercube sampling method.

For each run in our experiments, every algorithm is executed under the same time constraint and stops once the constraint is met. To ensure consistency, we run each workload five times and calculate the average of these five runs.

B. Experiment Results

**Performance results.** Given a fixed time constraint (about 316 running times using default configuration) for each SUT and workload, we run seven different tuning algorithms plus default configuration independently. Table IV lists the experiment results. As expected, the default configuration does not perform well. ACTGAN achieves an average of 76.22% improvement over the default configurations. Furthermore, ACTGAN outperforms all other six algorithms:

1. https://redis.io/topics/benchmarks
2. https://github.com/Percona-Lab/tpcc-mysql
3. https://github.com/zhuyuqing/bestconf
Table II
SUTs, BENCHMARKS, PARAMETERS, AND PERFORMANCE METRICS

<table>
<thead>
<tr>
<th>SUTs</th>
<th>Categories</th>
<th>Benchmarks</th>
<th># of tuned parameters/ # of all parameters</th>
<th>Performance</th>
<th>Tuning Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kafka</td>
<td>DMS</td>
<td>Customized</td>
<td>11/169</td>
<td>Throughput (TP) (MB/s)</td>
<td>max↑</td>
</tr>
<tr>
<td>Spark</td>
<td>Data analytics</td>
<td>HiBench</td>
<td>17/227</td>
<td>Execution time (ET) (ms)</td>
<td>min↓</td>
</tr>
<tr>
<td>Hive</td>
<td>Data analytics</td>
<td>YCSB</td>
<td>11/432</td>
<td>Execution time (ET) (ms)</td>
<td>min↓</td>
</tr>
<tr>
<td>Redis</td>
<td>In-memory DB</td>
<td>Redis-Bench</td>
<td>10/95</td>
<td>Requests per second (RPS)</td>
<td>max↑</td>
</tr>
<tr>
<td>MySQL</td>
<td>RDBMS</td>
<td>TPCC</td>
<td>13/46</td>
<td>Transactions per minute (TPM)</td>
<td>max↑</td>
</tr>
<tr>
<td>Cassandra</td>
<td>NoSQL DB</td>
<td>YCSB</td>
<td>11/64</td>
<td>Operations per second (OPS)</td>
<td>max↑</td>
</tr>
<tr>
<td>HBase</td>
<td>NoSQL DB</td>
<td>YCSB</td>
<td>10/202</td>
<td>Execution time (ET) (ms)</td>
<td>min↓</td>
</tr>
<tr>
<td>Tomcat</td>
<td>Web server</td>
<td>JMeter</td>
<td>14/229</td>
<td>Requests per second (RPS)</td>
<td>max↑</td>
</tr>
</tbody>
</table>

Table III
HYPERPARAMETERS FOR EACH ALGORITHM

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Hyperparameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td># of configurations: 316</td>
</tr>
<tr>
<td>BestConfig</td>
<td>InitialSampleSetSize: 50; RRSMaxRounds: 5; COMT2Iteration: 20; COMT2MultiIteration: 10; TimeOutInSeconds: 50</td>
</tr>
<tr>
<td>RFHOC</td>
<td>population size: 100; epoch: 100000; crossover parameters: 0.5; mutation probability: 0.015</td>
</tr>
<tr>
<td>SMAC</td>
<td>run_obj: quality; runcount_limit: 316; deterministic: true</td>
</tr>
<tr>
<td>Hyperopt</td>
<td>search algorithms: hyperopt.rand.suggest, hyperopt.anneal.suggest; max_evals: 316</td>
</tr>
<tr>
<td>AutoConfig</td>
<td># of iterations: 100; α: 0.4; β: 0.6; h: 10; b: 5</td>
</tr>
<tr>
<td>ACTGAN</td>
<td>$N_c$: 300; $N_r$: 16; epoch: 150000; learning rate: 0.0001; b: 32; m: 16; $k_1$: 5; $k_2$: 128; $k_3$: n; $k_4$: n; $k_5$: 128; $k_6$: 1</td>
</tr>
</tbody>
</table>

9.28%–53.99% improvement over Random, 7.21%–27.45% improvement over BestConfig, 9.52%–38.44% improvement over RFHOC, 10.41%–49.58% improvement over SMAC, 9.66%–64.56% improvement over Hyperopt, and 6.58%–34.59% over AutoConfig.

Finally, we plot the overall performance improvement percentage of BestConfig, RFHOC, SMAC, Hyperopt, AutoConfig, and ACTGAN on Kafka, Spark, and other six software systems in Figure 6, 7 and 8 respectively, using the random algorithm as the baseline. In each figure, x-axis lists the workloads and y-axis represents the performance improvement over the random algorithm. We observe that compared with the random algorithm, our approach achieves 9.28%–53.99% improvement among all workloads. ACTGAN achieves an average of 20.04% improvement over Random, 17.50% improvement over BestConfig, 31.48% improvement over RFHOC, 18.09% improvement over SMAC, 20.59% improvement over Hyperopt, and 14.32% improvement over AutoConfig. We can conclude from Figure 6, 7 and 8 that ACTGAN achieves stable and significant improvements compared with the other six algorithms. Another interesting observation is that the random search achieves surprisingly good results in our experiments. This is consistent with the findings of Bergstra and Bengio in [23].

In the above experiments, the number of the random sam...
we choose to report the same set of values. For the ease of reporting, 
N can be trained. In our experiment, we have evaluated different 
values of these two hyperparameters are CTSS-specific, and 
are set to 300 and 16, respectively. We believe that the optimal 
quality of configurations . To evaluate the quality of 
examples Ns and the number of recommended configurations Nr 
are set to 300 and 16, respectively. We believe that the optimal 
values of these two hyperparameters are CTSS-specific, and 
can be trained. In our experiment, we have evaluated different 
values of Ns and Nr and observed that the results are not 
sensitive to these hyperparameters. For the ease of reporting, 
we choose to report the same set of values.

The quality of configurations. To evaluate the quality of configurations recommended by ACTGAN, we plot the norm- 
alized performance (the higher the better: i.e. “0” means the 
worst performance and “1” means the best) histogram over 
the initial training samples (blue bars) and the configurations 
generated by ACTGAN (red bars) for eight different software 
systems in Figure 9. We can see from Figure 9 that the 
generated configurations can achieve the best performance in 
all cases. The generated configurations in general outperform 
the training samples, a clear demonstration of the effectiveness 
of the ACTGAN approach.

Another interesting observation is that these ACTGAN- 
generated configurations incline to choose a fixed value on 
certain categorical parameters for a specific workload. For example, the Spark parameter spark.serializer=[JavaSerializer, 
KryoSerializer, JavaSerializer, JavaSerializer] is all set to JavaSerializer for Bayes, Sort and 
Wordcount workloads, and for KMeans and Pagerank 
workloads it is all set to KryoSerializer. Such choices are in 
accord with domain knowledge and field experience obtained 
from long term software system operation and maintenance.

C. Threats to Validity

Internal validity: To increase the internal validity, we 
performed controlled experiments by executing each test case 
five times and calculate the average of these five runs. Such 
method can avoid misleading effects of specifically selected 
test cases and ensures the stability of the result. Besides, we 
set the same time constraint value suggested by users for 
all algorithms (including ACTGAN) in each test case and 
each algorithm is forced to stop when the time constraint 
is met. Such results are considered to be fair and reliable. 
In addition, we set the values of hyperparameters for each 
compared algorithm as suggested by their authors (see Table 
III). Finally, we have tried multiple values of hyperparameters 
for ACTGAN in our experiments and observed that the good 
values of these hyperparameters that can lead to better results 
are almost the same from test case to test case.

External validity: We increase the external validity by 
choosing eight different SUTs including one message sys-
tem (Kafka), two big data processing systems (Hive and 
Spark), four database systems (Redis, MySQL, Cassandra, and 
HBase), and one Web application server (Tomcat). Further-
more, we choose 17 different workloads on these SUTs and 
among them six testing scenarios with various application-
level parameters are for Kafka, and five HiBench workloads 
are for Spark. Finally, we are aware that because our ACTGAN 
is a general black-box approach and is independent to the 
SUTs, the results of our evaluations are transferable to other 
software systems.
D. Discussion

Our work builds upon the hypothesis that good configurations share hidden structures. Although we could not prove this hypothesis mathematically, our results clearly support this hypothesis. First, our extensive experimental evaluations show that the ACTGAN generates configurations are better than the ones used for training, which suggests that ACTGAN successfully uncovers hidden structures of good configurations. Furthermore, the above observation of ACTGAN “choosing a fixed value on certain categorical parameters for a specific scenario” also supports our hypothesis because it is consistent with domain knowledge.

The more interesting question is why ACTGAN could improve upon training samples. An analogy is as follows: suppose we feed real pictures of “good-looking” people into a GAN and train it to generate artificial “good-looking” faces. Psychological studies suggest that a face being symmetry is important to “good-looking”, a hidden structure that GAN needs to learn. After learning this structure, GAN can generate perfectly symmetric faces. Given no real human faces are perfectly symmetric, the generated pictures are “better”, in terms of the hidden structure of symmetry. In the CTSS scenario, our intuition is that ACTGAN can identify such hidden structures in good configurations and then generate configurations that inherit such hidden structures while avoiding (some of) the “imperfectness” in existing training samples, which are generated and selected from random sampling. Therefore, in the end, ACTGAN improves upon the training samples.

We note that given the limited tuning time, no algorithm can explore the entire high-dimensional parameter space. Random sampling is a simple yet robust mechanism to find good configurations without prior knowledge, and thus chosen here. Other effective learning schemes can be easily adopted to replace random sampling to generate the initial set of good training samples. Therefore, our ACTGAN can complement and augment existing learning algorithms.

We also note that because of the high dimensional configuration space and limited tuning time, it is possible that obtained training samples do not contain all hidden structures of an optimal configuration, and thus ACTGAN could not learn all of them. This is an inherent limitation that all algorithms are likely to suffer in a high-dimensional non-convex general optimization problem.

VII. CONCLUSION AND FUTURE WORK

In this paper, we propose ACTGAN, a novel approach to address CTSS. ACTGAN can recommend promising configurations by directly learning and utilizing the hidden structures of existing good configurations. The performance superiority of ACTGAN has been illustrated by extensive real-system evaluations in comparison to six state-of-the-art algorithms.

ACTGAN is a first attempt to leverage GAN structure to solve CTSS and future work is multifold. First, it is well known that GAN, although a powerful tool to identify hidden structures, has its limitations, such as sensitivity to mode dropping and mode collapsing. It is ongoing research to identify and address these limitations. Our future work is to study how these limitations affect ACTGAN and its performance on CTSS. Furthermore, most existing work on addressing the limitations of GAN focuses on image processing. How can we adapt these studies to CTSS, e.g., how do we quantify and identify mode dropping in CTSS? CTSS has unique features such that existing solutions may or may not work effective, and thus require further investigation.

The holy grail is to leverage ACTGAN to identify and interpret the hidden structures of good configurations. Our observation of fixed values on certain categorical parameters seems to be promising. However, this is a challenging task that requires much domain knowledge and significant future work.

It is also our future work to refine our ACTGAN approach to adaptive adjust the hyperparameters ($N_r$ and $N_s$) based on...
time constraint, SUT, and workload. We will also investigate the performance dynamics of more software systems and improve our GAN structure to obtain better configurations.
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