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Abstract—In volume data visualization, the classification step is used to determine voxel visibility and is usually carried out through the interactive editing of a transfer function that defines a mapping between voxel value and color/opacity. This approach is limited by the difficulties in working effectively in the transfer function space beyond two dimensions. We present a new approach to the volume classification problem which couples machine learning and a painting metaphor to allow more sophisticated classification in an intuitive manner. The user works in the volume data space by directly painting on sample slices of the volume and the painted voxels are used in an iterative training process. The trained system can then classify the entire volume. Both classification and rendering can be hardware accelerated, providing immediate visual feedback as painting progresses. Such an intelligent system approach enables the user to perform classification in a much higher dimensional space without explicitly specifying the mapping for every dimension used. Furthermore, the trained system for one data set may be reused to classify other data sets with similar characteristics.

Index Terms—User interface design, classification, transfer functions, graphics hardware, visualization, volume rendering, machine learning.

1 INTRODUCTION

Volume rendering has become an important tool for many visualization applications. Visualizing volume data consists of two key steps: classification and rendering. In the classification step, the task is to define a mapping between data values and the corresponding colors and opacities, usually through the specification of a transfer function. The rendering step assigns color and opacity to each voxel according to this mapping and then projects the voxels according to the view setting to produce an image that appropriately displays the features of interest in the data.

While constructing a 1D (one input) or 2D (two input) transfer function is a manageable task for average users, the interface can be unintuitive since the user must work in the derived transfer function space, shown in the bottom left and bottom middle of Fig. 1.

In addition, the traditional transfer function is of limited effectiveness in performing the actual classification. For example, for the MRI head data set used in Fig. 1, it is difficult to use a 1D transfer function to differentiate the brain and the region near the skull since the scalar values of the two materials are similar. As such, both materials must be shown together, in which case, the outer layer might obscure the brain material of interest when rendered in 3D. The user could reduce the opacity of the outer layer to make the brain more visible, but the brain would simultaneously become more transparent and difficult to see. A transfer function that is a compromise between the two may be found through an iterative process of trial and error. An example is the upper left image in Fig. 1, which has some material obscuring the brain as well as a slight transparency of the brain.

Higher-dimensional classification can lead to better results since it uses more properties for each voxel, such as gradient information, its location, and local texture. With previous methods, however, the user specifies the classification in transfer function space directly, limiting the number of data properties that can be used simultaneously. An example of a visualization of the brain using a 2D transfer function and its interface are shown in the center of Fig. 1. The additional gradient information used in constructing the transfer function allows more refined classification and works well when the user intends to visualize the boundaries between different materials. In many cases, classification can be improved even further by using transfer functions that extend beyond 2D or 3D. Finding a method for specifying these transfer functions in an intuitive and efficient manner remains an important challenge in making volume visualization a more attractive tool for understanding data.

We present a new approach to the volume classification problem, relying on an intelligent system to abstract high-dimensional mapping functions from the user. The user’s interaction consists of specifying regions of interest by painting on a small number of slices from the volume data. The user is given full control of what materials they want to classify by applying one color of paint to parts of the volume they are interested in and another color of paint to regions they do not want to include. The intelligent system employs a machine learning method using the painted regions as training data to “learn” a classification function. We have conducted a study of using such an approach to higher-dimensional volume classification by experimenting with using a variety of data properties as inputs, such as scalar value, scalar gradient magnitude, location, and neighboring values. We compare two different machine
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learning methods: neural network and support vector machines, and demonstrate them with several data sets. We show that high-dimensional classification functions can better differentiate volumetric materials for visualization, achieving sophisticated classifications that would otherwise be impossible in traditional lower-dimensional transfer function spaces.

We also exploit the programmability of modern graphics hardware to accelerate all stages of the volume visualization process, including the implementation of a hardware-accelerated, machine-learning-driven volume renderer. As a result, the user is able to paint on the volume, immediately see the results of the classifier’s training, and continue to paint to provide additional training data to steer the machine learning model toward achieving a classification function that meets the user’s visualization objective. Finally, we show that a trained system is potentially reusable. For example, in the context of medical imaging, such a system can be trained to classify data sets from different scans of the same patient or even different patients. This capability is very desirable since the training can capture an expert’s knowledge about the specific type of data as well as the classification task.

2 Related Work

There has been a great deal of research devoted to the generation of transfer functions for volume visualization [23]. Fujishiro et al. [7] use topological information from a hyper-Reed graph to derive transfer functions. Bajaj et al. [1] present techniques for capturing isosurfaces of interest. He et al. [11] use genetic algorithms to breed trial transfer functions. The user can either select functions from generated images or allow the system to be fully automated. Marks et al. [19] address the parameter selection problem in general by rendering a multidimensional space of those parameters. The user then navigates this space, in the context of volume visualization, to choose appropriate transfer functions. Jankun-Kelly and Ma [14] present automated methods for generating transfer functions to visualize time-varying volume data.

Levoy [18] shows how to use gradient magnitude to enhance material boundaries in volume data. König and Gröller [17] introduce a user-interface paradigm with a set of specification tools assisted with real-time volume rendering to make it easier for the user to select transfer functions. Kindlmann and Durkin [15] suggest that, by looking at a two-dimensional scatter plot of data values and gradient magnitudes, opacity transfer functions can be easily defined. Such transfer functions can effectively capture boundary features between materials of relatively constant data value. Kniss et al. [16] extend this work by introducing a set of direct manipulation widgets as the interface for defining multidimensional transfer functions for volume visualization. The concept of dual-domain (i.e., the volume data space and the transfer function space) interaction they describe allows the user to specify regions in volume space and immediately see the resulting regions in transfer function space. This interaction helps incorporate the user’s spatial understanding of the volume data into the transfer function space. Huang and Ma [13] present a technique that can suggest a 2D transfer function by using the results of partial region growing from a point selected in volume space. Our technique eliminates the transfer function space entirely, replacing it with a volume space painting interface.

We employ machine learning techniques coupled with an interactive user interface and a hardware-accelerated volume renderer for classification and visualization of biomedical volume data. Artificial neural networks have received a great deal of attention in the field of biomedical imaging, especially to assist in image segmentation tasks [9], [10], [22]. Support vector machines [3], [5] have been used in the applications of pattern recognition including object recognition [2], text categorization [26], and face detection [21].

The work presented in this paper extends our previous research [27] in the following ways. First, to demonstrate that our method is flexible and can be used with machine learning classifiers other than neural networks, we have implemented a support vector machines (SVMs) classifier. We have compared its performance to that of a neural network and have found that using SVMs typically leads to better classification results. Second, we have performed a study of this intelligent system approach for a variety of volume data classification tasks. Third, we have also investigated information reuse by training a neural network or SVMs model with one data set and applying it to a new data set with similar characteristics. Fourth, we have extended the description of our hardware neural network implementation. Finally, we conclude our work with a discussion of the pros and cons of such an intelligent system approach and provide pointers for future work directions. This paper thus presents a more complete treatment of the intelligent system approach to the volume classification problem.

3 An Intelligent System Approach

In traditional volume rendering interfaces, the user requires a certain level of understanding of the intensity distribution of a data set to make an acceptable transfer function. When a new data set is used, a great deal of time might be spent experimenting with different mapping functions for that data set.

The use of an intelligent system approach allows for the application of high-dimensional classification functions...
while freeing the user from operating the visualization system in a derived transfer function domain. In our study, we found that a painting user interface provides a simple and intuitive means of specifying regions of interest. Fig. 2 shows the overall process of our interactive classification and visualization method. The portion most visible to the user is the painting-based interface used to collect sample points of the region of interest. The user starts by painting sample points on a slice of the volume. These painted sample points are fed to the intelligent system, where training begins to produce the classifier.

Training is an iterative process, with the user able to interactively view the classification results by applying the current AI system for classifying individual slices or the entire volume in real-time. The user can use this feedback to further revise the painting and add additional training data so that the resulting system leads to a more desirable classification.

4 A PAINTING-BASED INTELLIGENT USER INTERFACE

The goal of our user interface is to provide a means for the user to partition a data set into different material classes. The user specifies membership into a material class by painting on slicing planes using two different colors. One color is applied to indicate example regions that are part of the material class, while the other color is used to indicate regions that are not part of the material class. For example, the user might apply red paint to the brain region of a slice of an MRI scan to indicate it is a material of interest and blue to other regions to indicate otherwise. The user is also provided with a set of familiar painting user-interface tools which include brushes and erasers of varying sizes. There are x, y, and z axis-aligned slicers for the user to view and paint on the volume, as shown in Fig. 3.

The user does not need to paint on all slices of the volume, but instead, must paint on some areas of several slices to classify the entire volume. The required number of painted voxels varies depending on the data set. When using position information for the classification, the painted voxels should be spread out across different slices in order to provide general samples for training. Thus, real-time visual feedback must be provided such that the user can look at the resulting slices or volume to find the regions that are not well-classified and quickly go to the corresponding slices to paint more sample points to improve the classification.

When painting on a slice, the corresponding painted regions are also shown in the other two slicers, with all painted sample points recorded in a table that is used to train the neural network. For scalar data, the sample point data includes the scalar value of the voxel, gradient magnitude, the scalar values of its neighbors (up, down, left, right, front, and back), the position of this voxel, and an output value that indicates membership into a material class. For color data, the sample point data includes the R, G, B values of the voxel, values of its neighbors, and position. Therefore, when a user chooses to visualize a color data considering six neighbors, the dimensionality of its classification function is $3 + (6 \times 3) + 3 = 24$.

In Fig. 4, the progression of a session of a user employing our technique is shown. The left image of the top row shows a slice painted with pink representing the area the user wants to see and blue representing the area the user does not want to see. The middle image shows the result of the color-coded classification by a machine learning model. As indicated by the color bar, if a pixel’s color is closer to blue, the pixel is less likely to be part of the material of interest. If it is closer to pink, the pixel is more likely to be part of the material of interest. When the user only paints on the empty region and the brain, the classified slice shows the brain in pink, which indicates that the voxels in this region have very similar characteristics to the regions the user painted. The other regions of the head are shown in red to green since the user has not given input to classify them. The right image is a volume rendering for this classification.

When the user obtains a result containing areas that are not well-classified, more painting is required. The middle row of Fig. 4 shows a painted slice, the classified slice, and the classified volume rendering after more paint has been applied. Most materials, except the top of the head and
Fig. 4. Top: A slice painted by a user where pink represents the material the user would like to see and blue represents undesirable materials, the result of classification with a color bar to its right, and the rendered result of the classified volume. Middle: The results after more painting information has been added. From left-to-right: A painted slice, the classified slice, and the classified volume. Most materials except the top of the head and brain have been removed. Bottom: Additional paint is added to remove all regions except the brain. From left-to-right: A painted slice, the classified slice, and the classified volume.

brain, have been removed. By continuing to paint on the top of the head, as shown in the bottom row of Fig. 4, the brain is the only material remaining, with all other regions removed.

5 INTELLIGENT-SYSTEM-ASSISTED CLASSIFICATION

With our method, the user interacts with materials in a volume directly. The underlying classification is hidden from the user through the use of machine learning.

Any supervised machine learning technique, such as artificial neural networks [28], support vector machines [12], Bayesian networks [6], or hidden Markov models [20], can fit into this framework as long as the technique is able to perform classification after learning from the user’s high-dimensional inputs.

When using a machine learning classifier, there are two steps involved. First, the classifier is trained with pairs of inputs and desired outputs. The input in our design is a set of vectors, where each vector contains information about a painted voxel such as the voxel value, gradient magnitude, position, and neighboring voxel values. The desired output is the corresponding class information, which is assigned to one if it is part of the material class and zero if it is not.

After training, a classifier is created to determine which regions in the volume are members of a particular material class. For each voxel, an input vector containing the same information used for training is then passed to the classifier to obtain an output value between zero and one, which indicates the likelihood that the voxel belongs to the material class.

The size of the input vectors has a strong influence on the time required for classification to occur. Therefore, the user is given the option to either use all the input vectors or subsequently remove those dimensions which do not contribute to the classification results.

The various machine learning algorithms that can be used for classification have different trade-offs in performance, accuracy, and complexity. We employ neural networks and support vector machines as the machine learning classifiers. Neural networks are a well-established technique that have been shown to be well-suited for a wide variety of tasks, while support vector machines are a newer method that has become increasingly popular in recent years.

5.1 Artificial Neural Network

Fig. 5 shows the structure of an artificial neural network. Each connection between neurons has a weight, with the weights modulating the value across the connection. Training is the process of modifying the weights until the network implements a desired function. To train a network, a set of training inputs and desired outputs are required. At the beginning, the weights are set at random and are iteratively modified to obtain a network which minimizes the error at the output for the training data. Once training has occurred, the network can be applied to data that was not part of the training set.

The neural network topology we use is three-layer perceptron and it is trained with the Feed-Forward Back-Propagation Network (BPN) algorithm. The back-propagation algorithm, which is designed for supervised training, was introduced by Werbos [28] and has been widely used since the work of Rumelhart and McClelland [24].

A back-propagation neural network consists of at least three layers: an input layer, at least one hidden layer, and an output layer. The structure of a neural network is shown in Fig. 5. In this example, there are $m$ inputs in the input layer, $n$ hidden nodes in the hidden layer, and one output in the output layer. Neurons are connected in a feed-forward fashion and every neuron in the input layer is connected to all neurons in the hidden layer. Similarly, hidden nodes are fully connected to the nodes in the output layer.

The input vector is propagated forward through the network, influenced by the weights of each connection...
between neurons from different layers. The output of the back-propagation network is compared with the desired output and an error value is calculated. The error is back-propagated to the inputs and used to adjust the weights to better match the desired output. In order for a neural network to model nonlinear relationships between inputs and outputs, a nonlinear transformation is required. In our work, we use the standard sigmoid function, which can be expressed as \( f(x) = 1/(1 + e^{-x}) \).

In order to perform as much training as possible while maintaining interactivity, the incremental training process occurs in the system idle loop. After each training iteration, a classified slice is shown so the user can determine whether the network performs satisfactorily in that slice region or if more paint should be applied to supply additional training data.

In our work, the user can see training progress in real-time. Fig. 6 shows an example of the iterative refinement of neural network weights over a period of three seconds in one second increments when applied to the MRI Head data set. The image on the left shows the result of the network without any training, while the figure on the far right shows the solution after three seconds of training to isolate the brain region. If additional paint samples were added, the training algorithm would use this data to refine the previous network.

Classification of an entire volume can be performed in hardware during rendering, as described in Section 6, or in software. Applying the network in software consists of feeding each voxel and its neighboring properties into the network to get an uncertainty value between zero and one. This uncertainty value can then be stored in a new classified set. The image on the left shows the result of the network application where the user must see the result of the classification.

5.2 Support Vector Machines

In recent years, the support vector machines (SVMs) method has become increasingly popular for efficiently solving classification problems. SVMs is a newer classification technique that not only separates data into different classes, but leaves a maximal margin between those classes. Fig. 7 illustrates the maximal margin property of SVMs. If there are two classes to be classified, most machine learning algorithms find a separation to well classify the training data, as shown in the left image. SVMs in the right image, provide the maximal margin property that not only separates the training data, but has the potential to better classify the data which are not shown in the training data set.

When the given classes cannot be linearly separated in the original data space, SVMs map the data from the lower-dimensional data space to a higher-dimensional feature space where the classes can be linearly separated. This linear classification is then performed using hyperplanes, called “optimal separating hyperplanes,” that are placed at equal distances between the separated classes.

The nonlinear mapping to the higher-dimensional feature space is accomplished using kernel functions. Several different kernel functions have been developed, including linear, polynomial, radial basis function, and sigmoid kernels. A radial basis function kernel is widely used for general-purpose classification and is the one we use in our work. It typically requires fewer hyperparameters than other kernel functions, which improves runtime performance since the complexity of applying SVMs scales linearly with the number of hyperplanes used.

The linear classification performed by SVMs can be defined as follows: Given a set of N-dimensional training data, \( x_i \in \mathbb{R}^n \), and the corresponding class labels, \( y_i \in \{+1, -1\} \), we can use a simple linear classifier

\[
S = \{x | \langle w, x \rangle + b = 0\}
\]

to separate two classes. The decision function becomes

\[
f(x_{\text{new}}) = \text{sign} (\langle w, x_{\text{new}} \rangle + b).
\]

Maximizing the margin between different classes is a problem of constrained optimization and the Lagrange method is used to solve the constrained optimization problem. With the Lagrange method, training data \( x_i \) are used as support vectors and determine the hyperplane when the Lagrange multiplier \( \alpha_i > 0 \). The decision function with support vectors (sv) becomes

\[
f(x_{\text{new}}) = \text{sign} \left( \sum_{i=1}^{d_{sv}} \alpha_i y_i \langle x_i^{sv}, x_{\text{new}} \rangle + b \right).
\]
When a kernel function is applied, this becomes
\[ f(x_{\text{new}}) = \text{sign} \left( \sum_{i=1}^{\#sv} \alpha_i y_i K(x_i, x_{\text{new}}) + b \right), \]
where, for the radial basis function kernel used in our work,
\[ K(x_1, x_2) = \exp \left( -\gamma \|x_1 - x_2\|^2 \right). \]

The error from classifying training data is used as the stopping criteria. When the error is higher than a preselected threshold, the hyperplane is refined to reduce the error iteratively until the threshold is reached.

5.3 Comparison between NNs and SVMs

5.3.1 NNs versus SVMs in Theory

Both NNs and SVMs have the same goal of finding the hypothesis function to separate data into different classes that minimize errors in classification. Most machine learning methods, such as neural networks, are designed to minimize empirical risk, that is, to reduce the probability of misclassification within the training data. On the other hand, support vector machines are designed to minimize the structural risk so that the probability of misclassifying the unseen data is minimized to better approximate the classification function needed.

With NNs, training is done repeatedly to obtain better and better results for classification. In most cases, the neural network is continuously improved during the training process. It is difficult to determine when to stop training or when the best network is generated. SVMs handle the entire training data set simultaneously and provide the optimal solution when the training is complete.

A neural network trains and modifies itself by changing the weights on the connected edges. During this updating process, the solution can get stuck at local minima since the training data are fed into the network one by one and a subset of the training data can have stronger influence on the weights than the other subsets. SVMs, on the other hand, are guaranteed to a global minima solution for a classification task.

5.3.2 NNs versus SVMs with Examples

Tables 1 and 2 show a comparison between using NNs and SVMs with our method when performing the same task of classifying the brain. For the results shown in Table 1, we added training data through the application of paint until the neural network provided the satisfactory classification shown in the lower left. Table 2 shows the result of providing training data to perform the same task, but with the interactive feedback of the performance of a support vector machines classifier. The result of this classification is shown in the lower right. Notice that, in order to obtain similar classification results, we needed to provide far more training data for the NN compared to that for the SVMs since SVMs provide maximal margins between classes to better predict the unseen data. As shown in Table 1, 7,988 training sample points were required for the NN compared to the 818 training samples for the SVMs as shown in Table 2.

In these tables, “User’s training time” refers to the time we spent training the program to learn the satisfying classification. It took two to three minutes to provide training data for the NN compared to less than 30 seconds for the SVMs.

“Classifying the volume” shows the time needed to classify the entire volume after training. For NN, it depends on the network size. Therefore, the times shown for two tables with differing numbers of training samples are very close. For SVMs, the classifying time depends on the number of training samples, so the two tables show times that differ significantly.

6 Hardware Acceleration

An advantage of using a neural network classifier is that the structure of a neural network is more easily implemented in graphics hardware than that of support vector machines. The added performance of using graphics hardware allows for classification to occur fast enough that the user can evaluate the result of neural networks training on the entire volume during the application of paint. With this feedback, the user can steer the network to implement the desired classification function. The application of the network to a volume in software, on the other hand, limits this interactivity because of the sheer number of voxels typically involved.

The neural-network volume renderer is implemented using a fragment program, which permits the execution of
assembly language instructions that are run on a per-pixel basis during rasterization. Rendering uses the standard technique of drawing a stack of view-aligned polygons that sample a 3D texture [8], with the enhancement that a fragment program is used that implements the neural network as these polygons are rendered. We tested our implementation on an ATI Radeon 9700 Pro graphics card.

Our fragment program requires seven texture lookups for retrieving the center voxel values and its neighbors as inputs for the neural network. The position of a sample in 3D volume space is simply derived from the texture coordinates of the pixel. The weights of a neural network are a set of floating-point numbers and are passed to the fragment program as input parameters. The number of input parameters is limited; thus, for larger neural networks, the weights would need to be passed to the fragment program using a different mechanism. They could, for example, be stored in textures, which would add overhead from the redundant texture reads needed to fetch these weights each time the network is applied.

The same nearest neighbors used for neural network calculation are also used for estimating gradient for lighting. Thus, normal map textures are not required for lighting, which permits the storage of significantly larger volumes on the graphics card. The neural network itself can be implemented with a series of vectorized MAD (multiply add) instructions, with additional instructions to compute the sigmoid excitation function. Fig. 8 illustrates this process where the network has only four input nodes and four hidden nodes for simplicity. The hidden nodes \( H_m \) can be represented as

\[
H_m = \sum_{n=1}^{4} I_n \times w(n,m), m \in \{1, 2, 3, 4\},
\]

where \( w(n,m) \) is the weight between input node \( n \) and hidden node \( m \). The hidden nodes and weights are stored in vectors

\[
H = (H_1, H_2, H_3, H_4), \text{ and}
\]

\[
W_n = (w(n,1), w(n,2), w(n,3), w(n,4)),
\]

respectively. The value of \( H \) is computed with a series of MAD instructions, as shown in Fig. 8. After these operations, the sigmoid function is then applied to \( H \), completing one layer of computation. By repeating this procedure, larger networks and additional layers can be implemented in a fragment program.

Rendering performance is limited by the time required to rasterize the textured polygons to the screen, which is hampered by the necessary seven texture lookups and the length of the fragment program. The amount of data sent to the renderer for each frame consists only of the newest neural network weights. The rendering of a \( 256 \times 256 \times 256 \) volume to a \( 512 \times 512 \) window occurs at approximately 1.5 frames per second using one slice per voxel on the graphics card mentioned previously. Since the amount of data that must be sent to the renderer is low, rendering can be easily done asynchronously on a separate computer. The rendering PC queries the PC where painting and neural network training occurs for the most recent set of weights (under one kilobyte of data) for each frame.

7 Case Studies

We present three case studies using the painting user interface combined with a machine learning approach. The data sets we used to test our system include a knee, chest, and cryosection color brain data set each resized to \( 256^3 \), a \( 128^3 \) MRI head data set, a \( 256 \times 256 \times 156 \) MRI brain data set, and three \( 256 \times 256 \times 128 \) tumor data sets.

7.1 High-Dimensional Classification

For color data sets, the classification function is only used to assign opacity since each voxel has an RGB color associated with it. Assigning opacity by specifying a three-dimensional transfer function for this type of data is made difficult by the traditional 2D interface and display. Our method, however, is able to handle color data sets in exactly the same manner as scalar value data sets, where the user paints on 2D slices that pass through the volume. The information used in classification includes the RGB color values of a voxel, the colors found in the voxel’s six neighbors, and its position. This gives up to 24 dimensions for our classification function.

An example of classifying the cryosection color data set is shown in Fig. 9. The left image is one of the photographic slices of the original data set. Each slice consists of the brain in the middle with the surrounding white ice and the table the brain was placed on. Some regions in each slice show gaps in the brain which reveal deeper regions of the data set that are not part of the current slice. To visualize the brain properly, it is necessary to remove the ice and surrounding regions, as well as the gaps in the brain, which often have a very similar color as the brain itself. Takanashi et al. [25] developed a method for specifying three-dimensional transfer functions that consists of transforming the RGB color values using independent component analysis into a derived ICA space that allows a transfer function to be specified as a series of 1D transfer functions aligned to each of the ICA axes. Their method simplifies the task of specifying RGB color transfer functions, but requires the user to work in a derived data space that is further from the original data. With our method, the brain can also be classified from its surrounding material, but the user is able...
to work directly with the data, avoiding the specification of a three-dimensional transfer function.

The right image is the result of the classified brain generated using the values of a voxel, six neighbors, and the position with 20 hidden nodes. Two cutting planes are applied to the volume so that the user can look at the inner structure. For color data sets, the voxel’s luminance is used to calculate the gradient for shading.

### 7.2 Classifying Multiple Materials

The method described so far can be used to classify a single material in the volume. Often, it is desirable to specify more than one class in a volume. For example, a user might want to show more than one material at a time or a certain organ with high opacity value and other regions with low opacity to provide context. Our method can be easily extended to work with multiple material classes.

To classify more than one material at a time, we use multiple classifiers. First, we classify a material by the method described in the previous sections. When adding another material class, a new classifier is created and used. For the second material, we also follow the same procedure used for classifying the first material. Two classifiers are generated separately by two different groups of sample points. The results of all classifiers are used to render the classified volume.

Training is only performed on the newest material class. Therefore, when classifying a volume into multiple materials, the training time is the same as for single material classification. Rendering is accomplished using multiple passes, one for each material class.

We applied this technique to the first MRI head data set, which has brain material in the middle surrounded by materials of similar intensity near the skull. As shown in Fig. 10, the two slices on the left are the user’s specification for this classification process. The user first paints on the brain to classify it and then paints on the lower half of the head to provide context. The right image shows the result of the classified brain and the rest of the head without the upper half of the skull and other materials covering the brain. With traditional transfer functions, it is difficult to achieve a similar classification since the brain and the materials near the skull have similar scalar values. But, when texture and position are taken into account, as in our approach, the two materials can be separated. Showing only the lower half of the skull and skin is achieved mainly by considering the position information.

Next, we tested the classification of multiple materials with a knee data set containing several bones. Since the bones are composed of the same materials, it is difficult to separate them using only properties from the material itself such as data value and gradient magnitude. Position information plays an important role in this classification task. With our system, a user is able to put different pieces of bones into different classes. Fig. 11 shows the knee data set and the classification result of different pieces of bones. In the left image, a volume rendering result using 1D transfer function is shown. The right image is created with our system where the three bones are separated and rendered with different colors.

Fig. 12 is the result of classifying multiple materials from a chest data set. In this case, the bones and lungs have been classified. The lung has similar data value to other tissue and has been separated using gradient and position information.

### 7.3 Information Reuse

Using the painting metaphor with immediate visual feedback, the process of training a classifier is straightforward, but it can take a few minutes to complete a classification.
Therefore, it can be advantageous to save these intelligent classifiers for reuse on data sets with similar characteristics. The capability of sharing and reusing a trained system can be very powerful, especially for a comparative study such as monitoring a patient’s condition over time. In addition, one might want to save the classifier created by a person with a high level of expertise so that the knowledge may be shared and reused.

When reusing a trained classifier, it is necessary that the two data sets share similar characteristics. For example, if data value is used for classification, the same range of data values in two data sets should represent the same material. If position is taken into account, the materials in the different data sets should be at similar locations.

To reuse a classifier, we save the neural network or support vector machines configuration after training. The amount of data to be saved is small, under 30 kilobytes. Fig. 13 shows the results of reusing a classifier on two anatomical MRI scans of the same person taken several days apart. Fig. 13a shows the first data set rendered with a 1D transfer function. In Fig. 13b, the same data set is shown using an SVMs classifier to extract the brain. In Fig. 13c, the SVMs classifier is reused on the second data set generated eight days later. The reused classifier performs reasonably well, with some misclassification in the frontal lobe. The user, however, can still use this classifier as a starting point for refinement by supplying additional training data.

In medical practice or research, doctors often have to look at a large number of data sets in a short period of time for similar types of diagnoses or studies. The reuse of our high-dimensional classifier can help increase their performance in a significant way since classifying each data set from scratch would be very time consuming. With our method, all the data sets could first be automatically classified using a trained system and the results are then examined by the doctor to determine if any revision is needed. Fig. 14 shows the results of using a classifier for identifying tumors in different MRI brain data sets. Fig. 14a shows a volume rendered image of a tumor data set using a 1D transfer function. Next, a neural network classifier was created for this data set to isolate the tumor. The inputs used are the voxel’s scalar value, gradient magnitude, and its six neighbors to define the dense and high scalar value regions. Fig. 14b shows the result of the neural network classifier capturing a tumor at the lower right of the brain. The result contains the tumor, some blood vessels, and small pieces of the skull.

The trained classifier was then applied to a different brain data set. The tumor in this data set has similar properties and is captured by the classifier, as shown in Fig. 14c. Notice that this tumor is not at the same location as the tumor in the first data set. We also applied the same classifier to a scan of a healthy brain; as expected, there is nothing captured except small pieces of the skull and some blood vessels, as shown in Fig. 14d.

We have demonstrated information reuse is feasible, but there are limitations. For example, when position information is used for classification, in many cases, better results can be obtained since location is an important attribute in differentiating materials with similar properties. However, position information is often specific to a given data set and can be undesirable when classifier reusability is intended. Position information was not used for the results in Fig. 14 since tumor position is not a learnable attribute, but rather, is something that changes between data sets. As a result, the classified results show some undesired materials, such as blood vessels and small pieces of skull. By taking into account location, a better classifier...
could be constructed for isolating a tumor in a data set, but the reusability of the classifier would be low. We believe that the practical value of classifier reusability in the context of comparative study justifies this trade-off.

8 DISCUSSION AND FUTURE WORK

The use of higher-dimensional inputs often allows for classification to occur with improved accuracy since additional attributes can be taken into account when making classification decisions. Some care must be taken when considering these inputs since using unnecessary attributes can have detrimental effects on the resulting classifier. First, the use of unnecessary inputs increases the complexity of the resulting classifier, which reduces runtime performance for both training and classification. Although a machine learning classifier can learn to ignore these inputs, learning this behavior can often require more training data than would normally be necessary. In our implementation, the user can specify which inputs are used by a classifier at runtime based on their intuition as to which inputs should be beneficial in classification. It would be desirable to have an automatic mechanism for removing unnecessary inputs from a classifier.

When a voxel’s neighboring values are used as inputs into the machine learning classifier, including the voxel’s gradient magnitude as input provides seemingly redundant information. Specifically, since a voxel’s gradient magnitude can be computed from its neighbors using central differencing, a classifier should be able to “learn” this relationship during training. Including redundant but relevant input attributes has been shown to improve learning performance [4], so we include gradient magnitude since it is an important property in classification. In our experience, incorporating the gradient information directly can reduce the amount of training time and data required to achieve a given classification result.

In our implementation, the volume rendered results can be slightly different when using hardware and software neural networks. Our hardware neural network renderer performs classification in the fragment program using interpolated data as input. Thus, classification occurs after filtering (postclassification). For our software implementation, each voxel in the volume is sent to a neural network to obtain a classified volume that is then rendered in hardware using linear interpolation. Thus, classification occurs before interpolation (preclassification). Unlike traditional transfer function methods, however, in the preclassified case, interpolation is performed on a scalar valued classified uncertainty volume and not on an RGBA color volume.

Our method is entirely based on the assumption that the user has an understanding of the data they wish to visualize and can look at a slice and identify how they would like regions on that slice to be classified. In some cases, it might be unclear to the user how some regions should be classified. In the future, it would be beneficial to have a mechanism for the user to communicate their uncertainty over how different regions in a volume should be classified.

With a traditional transfer function user interface, the resulting transfer function can often provide some insight into the data properties of features in a volume. The resulting classification functions generated with our method could similarly provide meaningful information to scientists about the higher-dimensional nature of the materials they are studying. One of the difficulties of machine learning classifiers and neural networks, in particular, is that the structure and values of the resulting classifiers do not provide direct user understandable information about the nature of the resulting classification function. Some research has been performed in visualizing neural networks to try to gain understanding of their underlying classification. We believe that similar analysis of the classification functions used in our work could prove helpful to scientists.

Additional future work includes determining how our painting interface could be combined with the traditional transfer function paradigm. The technique described in our paper could be adapted to generate traditional 1D or 2D transfer functions by using artificial intelligent systems with one or two inputs. However, much of the power of our method comes from higher-dimensional classification functions that would otherwise be lost. Thus, the challenge in this type of integration would be to maintain the high-quality classification that comes from higher-dimensional classification with some of the interface characteristics of traditional transfer function interface.
9 CONCLUSION
An effective visualization is able to communicate information about those specific spatial structures that are of interest to the viewer without the distraction of materials that are not of interest. Since the types of structures of interest vary widely depending on the user of a system, user interfaces for classification must be powerful enough to provide high-quality classification, yet intuitive enough to be accessible to a wide range of scientists.

We have described a new type of volume visualization user interface that allows the user to specify which regions in a volume they would like to visualize by simply painting on a few slices from that volume. Abstracted from the user is a higher-dimensional classification function implemented using artificial intelligence systems that makes effective use of a voxel’s value, gradient magnitude, individual nearest neighbors, and spatial position. Thus, the new user interface is not only more intuitive than specifying a one-dimensional transfer function curve, it is also more powerful because it uses far more information for classification. In addition, a classification function can also be reused to perform similar classification tasks on different data sets.

The rendering of the classified volume can be implemented in graphics hardware, providing maximum interactivity, which is critical for giving users the ability to control which aspects of the volume they visualize. We believe more intuitive interfaces, like the one we describe, will make volume visualization more accessible to a wider range of scientists.
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