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Abstract- The rapid growth in the data yields challenges to process 
data efficiently using current high-performance server 
architectures such as big Xeon cores. Furthermore, physical design 
constraints, such as power and density, have become the dominant 
limiting factor for scaling out servers. Heterogeneous architectures 
that combine big Xeon cores with little Atom cores have emerged as 
a promising solution to enhance energy-efficiency by allowing each 
application to run on an architecture that matches resource needs 
more closely than a one-size-fits-all architecture. Therefore, the 
question of whether to map the application to big Xeon or little 
Atom in heterogeneous server architecture becomes important. In 
this paper, we characterize Hadoop-based applications and their 
corresponding MapReduce tasks on big Xeon and little Atom-based 
server architectures to understand how the choice of big vs little 
cores is affected by various parameters at application, system and 
architecture levels and the interplay among these parameters. 
Furthermore, we have evaluated the operational and the capital cost 
to understand how performance, power and area constraints for big 
data analytics affects the choice of big vs little core server as a more 
cost and energy efficient architecture. 
 
Keywords—Heterogeneous Architectures; Hadoop; Big Data; 
Energy and Cost Efficiency; Big and Little Cores; Scheduling 

I. INTRODUCTION 
The steep increase in the volume of data imposes significant 

limitations on data centers to process Big Data applications using 
existing hardware solutions. Big Data applications require 
computing resources and storage subsystems that can scale to 
manage massive amounts of diverse data. Additionally, Big Data 
applications have fundamentally different microarchitectural 
behavior than traditional applications highlighted in recent work 
[2, 13, 16, 21]. This new set of characteristics necessitates a 
change in the direction of server-class microarchitecture to 
improve their computational efficiency [2, 13]. Moreover, 
physical design constraints (power and area density) have become 
the dominant limiting factor for scaling out data centers [2-5]. 
Consequently, current server designs, based on commodity 
homogeneous processors, are not the most efficient in terms of 
performance/watt and area to process Big Data applications [5, 8]. 
All these factors are shifting the hardware design paradigm, in 
particular for big data and server class architectures, from the 
performance centric to energy-efficient centric design 
methodology. A key challenge here is to achieve a favorable 
trade-off between power, performance and area cost. Therefore, 
we believe this is the right time to identify the right computing 
platform for Big Data analytics processing that can provide a 
balance between processing capacity, cost efficiency, and energy 
efficiency. 

To address the energy-efficiency challenges, heterogeneous 
architectures have emerged as a promising solution to enhance 
energy efficiency by allowing each application to run on a core 
that matches resource needs more closely than a one-size-fits-all 
core [6, 14, 17]. A heterogeneous chip architecture integrates 
cores with various micro-architectures (in-order, out-of-order, 

varying cache and window sizes, etc.) to provide more 
opportunities for efficient workload mapping in order to explore 
a better match for the application among various components to 
improve power efficiency [1]. 

To explore the choice of server architecture for Big Data, in 
this paper, we present a comprehensive analysis of the 
performance and energy-efficiency measurements for Hadoop 
MapReduce-based applications on two very distinct micro-
architectures; Intel Xeon- conventional approach to design a high-
performance server and Intel Atom- advocates the use of a low-
power core to address the dark silicon challenge facing servers 
[9]. Moreover, given that Hadoop MapReduce has distinct phases 
of execution, it is important to understand the characteristics of 
various phases on big and little core architectures to find out 
which phase is best suited for which architecture. Thus, we further 
study how the choice between big and little core changes across 
various phases of MapReduce tasks. Given that the choice of big 
vs little core can be impacted by various tuning knobs, in this 
paper we also study the impact of application, system and 
architecture parameters and the interplay among them on 
performance and energy-efficiency and the choice of big vs little 
cores. 

The characterization analysis presented in this paper helps 
guiding scheduling decision in future cloud-computing 
environment equipped with heterogeneous server architectures. In 
such a heterogeneous environment with diverse cores, the 
scheduling decision needs to be driven not only by user expected 
performance (delay) but also by energy as well as chip cost. For 
this reason, we have also performed the Energy-DelayX Product 
(EDXP) analysis -to evaluate the trade-off between power and 
performance- and EDXAP -a recently introduced figure of merit 
for heterogeneous architectures to include the chip area as an 
indication of cost [11] - to understand how performance, power, 
and area constraints for Big Data analytics affects the choice of 
big vs. little core server as a more efficient architecture. EDXAP 
metric includes both an operational cost component (energy) as 
well as a capital cost component (area). We experiment this 
through a case study demonstrating how scheduling decisions for 
a heterogeneous architecture combining X and Y number of Xeon 
and Atom cores can be improved significantly in terms of energy 
efficiency as well as cost.  

This paper makes the following key contributions: 
• Analyzing the performance, energy efficiency and cost 

efficiency of various phases of MapReduce on big and little 
cores across a large range of tuning parameters at 
application (application type), system (HDFS block size) 
and architecture (operating voltage and frequency of core) 
levels to find out how the choice between big and little cores 
is affected by these parameters. 

• Demonstrating how the characterization results help 
scheduling decision to improve operational and capital cost 
in heterogeneous big+little core architectures. 

1480978-3-9815370-8-6/17/$31.00 c©2017 IEEE



II. MEASUREMENT TOOLS AND METHODOLOGY 
We conduct our study on two state-of-the-art servers; Intel 

Xeon and Intel Atom. Intel Xeon E5 enclosed with two Intel E5-
2420 processors that include six aggressive processor cores with 
three-level of the cache hierarchy. Intel Atom C2758 has 8 
processor cores and a two-level cache hierarchy. To have a fair 
comparison between the two architectures, we used same DRAM 
system of 8GB for the applications under test in both 
architectures. Additionally, we have set the number of 
mappers/active-cores on each big and little core to 6 per node. 
We have studied four micro-benchmarks that are used as kernels 
in many Big Data applications, namely Wordcount-WC, Sort-ST, 
Grep-GP and TeraSort-TS in this paper. We have also included 
real world applications (Naïve Bayes –NB and FP-Growth- FP). 
All experiments are performed on a 3-nodes Xeon and a 3-nodes 
Atom server. To calculate the dynamic power of the server, we 
have used the similar methodology explained in [16] with 
Wattsup PRO power meter.  

III. EXPERIMENTAL RESULTS AND ANALYSIS 
In this section, we discuss the application (application type), 

system (HDFS block size) and architecture (operating voltage 
and frequency of core) tuning parameters and evaluate how these 
parameters affect the performance, energy-efficiency and the 
choice of the big vs little cores. We have conducted the HDFS 
block size sensitivity analysis (32MB, 64MB, 128MB, 256MB, 
and 512MB) at different operating frequencies (1.2GHz, 
1.4GHz, 1.6GHz and 1.8GHz) for Hadoop micro-benchmarks 
and real world applications at 1GB and 10GB of data per node, 
respectively.  
A. Performance Analysis 

In this section, we discuss and analyze the execution time and 
sensitivity analysis of each benchmark based on the HDFS block 
size and the core operating frequency.  
1) Application Execution Time  

Figure 1 shows the execution time results. For graph 
visibility, Sort performance results are presented on the secondary 
axis as compared to the other applications that are on the primary 
axis. Note that Sort benchmark has no reduce phase. The first 
observation is that as expected, the execution time of all the 
workloads is expectedly lower on big cores, compared to little 
cores. Moreover, increasing the frequency and HDFS block size 
enhances the performance on both architectures. The results for 
the Sort benchmark show that the sensitivity of the execution 
time, to the HDFS block size and frequency, on Atom is 
significantly more than Xeon. On Xeon, the execution time is 
slightly enhanced with increasing size of HDFS block size upto 
256MB. Further increase in the HDFS block size has a negligible 

effect on the execution time. The reason for this behavior is that 
the large HDFS block size increases the amount of data 
processed by each task and can result in more I/O operations per 
task. For example, if map task has to handle more than one spill 
(spilling occurs when there is not enough memory to fit all the 
mapper output), more read/write operations will be required to 
merge the mapper output and dispatch it for the reduce phase. 
Additionally, large HDFS block size means fewer blocks with 
long tasks and therefore less parallelism. Moreover, the variation 
in the execution time with respect to HDFS block size is more 
significant on Atom. On both Atom and Xeon, increasing the 
frequency reduces the execution time, as expected. However, the 
rate of decrease in the execution time is more significant on 
Atom. In fact, the execution time is proportional to the inverse of 
IPC and inverse of frequency. Considering the fact that Xeon has 
a high processing capacity (issue width of 4) and can hide the 
memory subsystem misses more effectively than Atom, Xeon is 
less sensitive to memory latency resulting in Atom being more 
frequency-sensitive than Xeon. This behavior illustrates that 
Xeon can operate at the lower frequency without significant 
performance loss. An interesting observation is that with the 
large HDFS block size, the sensitivity of the execution time to 
the frequency is reduced as the large HDFS block size increases 
the I/O read/write operations. Thus, instead of operating the core 
at a higher frequency, we can operate it at a lower frequency 
while selecting an HDFS block size that is sufficiently large, 
which reduces the performance sensitivity to frequency and 
therefore reduces the power as well. 

Terasort, unlike sort, is a hybrid workload. It incorporates 
the reduce phase and significantly enhances the execution time 
of the benchmark that results in the reduction of the performance 
gap between Xeon and Atom. While for Sort, big core shows 
better capability in hiding large cache misses and I/O accesses 
compared to Atom, in Terasort, only a moderate I/O accesses and 
cache misses occurs. Therefore, Terasort does not require the 
large bandwidth of big core superscalar pipeline to hide these 
latencies. This explains the smaller performance gap between the 
two cores for Terasort. Moreover, the sensitivity of the execution 
time on Atom to HDFS block size and frequency is reduced. 
However, the variations of the execution time with respect to 
frequency and HDFS block size follow a similar trend as Sort on 
both machines. 

For compute-bound application- Wordcount, the trend is 
slightly different from I/O intensive application-Sort. The 
Wordcount execution time decreases with the increasing 
frequency on both machines, as is the case with Sort. However, 
while increasing the HDFS block size to 256MB decreases the 

 
Figure 1: Execution time of Hadoop micro-benchmarks with respect to various HDFS block size and frequency scaling  
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execution time, further increase in HDFS block size (e.g. 
512MB) increases the execution time significantly. Results show 
that the performance gap of 2X between Atom and Xeon 
architecture can be reduced to 1X through fine-tuning of the 
system (HDFS block size) and architectural parameters 
(Frequency), allowing higher energy efficiency. Moreover, the 
performance gap between Xeon and Atom shows to be lower for 
WordCount (compute-intensive) compared to Sort (I/O-
intensive). This can be explained similarly as was discussed for 
Terasort. The Grep also shows hybrid characteristics and follow 
the same trend as Terasort. Grep consists of two separate phases; 
search and sort running in sequence. Compute bound 
applications do not show performance improvement beyond 
256MB, however, considering I/O applications are benefiting 
from higher CPU processing capacity, we have observed a better 
performance at the higher block size (512MB) for these 
applications and in particular on Xeon.  

 Figure 2 presents the execution time analysis of the real 
world applications. HDFS block size is one of the key parameters 
to improve the workload performance. In Hadoop micro-
benchmarks, HDFS block size of 32 MB has the highest execution 
time as a small HDFS block size generates large number of map 
tasks [number of map tasks = Input data size /HDFS block size] 
that increases the interaction between master and slave node. 
Based on this observation, we have considered 64MB the smallest 
HDFS block size for the real world applications throughout the 
paper. Results are consistent with the micro-benchmarks, 
illustrating that default HDFS block size (64MB) is not optimal 
to achieve the maximum performance improvement. The HDFS 
block sizes of upto 256MB reduce the execution time. However, 
further increase in HDFS has a negligible effect on the execution 
time. Considering NB and FP are both compute-intensive 
applications, 256MB is the optimal choice to achieve the 
maximum performance. 

Although, the optimal HDFS block size for the peak 
performance is closely decided by the application type, extensive 
experimental search to determine the best HDFS block size can 
be avoided by considering 256MB block size for the compute 
bound and 512MB for other applications as an optimal choice for 
performance. 
2) Sensitivity Analysis 

Overall, the results show that while for I/O intensive 
MapReduce applications Xeon has a clear performance 
advantage, the gap between Xeon and Atom reduces significantly 
for compute-intensive applications. Moreover, the results suggest 
that Atom is significantly more sensitive to frequency and HDFS 
block size. Therefore, the performance gap between Atom and 
Xeon architecture can be reduced significantly through fine-
tuning of the system and architectural parameters on Atom, 
allowing maximum energy efficiency, as will be discussed later. 
Also, the results suggest that the optimal HDFS block size for the 
maximum performance is closely decided by the application type 
and fine tuning this parameter reduces the dependence on the 
highest operating frequency. 
B. Energy-Efficiency Analysis  

In this section, we analyze the energy-delay-product (EDP) 
of the studied applications while changing the frequency. Figure 
3 and Figure 4 show the EDP results on Atom and Xeon for the 
entire application. Figure 5 and Figure 6 present the map and 

reduce phases of all the studied applications. In order to make fair 
comparisons, for each workload, the EDP values are normalized 
to the EDP on Atom at the lowest frequency of 1.2GHz and with 
512MB HDFS block size. 
1) EDP of the entire application 

The major observation for the EDP is that for most 
applications, the low power characteristics of the Atom results in 
a lower EDP on Atom compared to Xeon, with the exception of 
the Sort benchmark. This is due to the fact that, the performance 
gap (in terms of execution time) for the I/O intensive benchmark 
is very large between Atom and Xeon. Since the EDP is a function 
of the execution time and the power, the total EDP on Xeon is 
lower for the sort benchmark. Moreover, Figure5 and Figure 6 
also show that across all studied applications, the increase in the 
frequency reduces the total EDP. While increasing the frequency 
increases the power consumption, it reduces the execution time of 
the application and consequently the total EDP. 
2) Map Reduce phase analysis  

The results show that map phase follows similar trend as the 
entire application in terms of EDP; as frequency increases, the 
EDP for map phase reduces. Also, the most energy-efficient core 
is Atom for the map phase. However, for the reduce phase, a 
different trend is observed. Increasing the frequency does not 
always reduce the EDP. For instance, for NB and GP an opposite 

 
Figure 3: EDP analysis of entire Hadoop micro-benchmark (a) WordCount 
(b) Sort (c) Grep (d) Terasort on big and little core with frequency scaling 

 
Figure 4: EDP analysis of entire Real World Application (a) NB (b) FP on 

big and little core with frequency scaling 
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Figure 2: Execution time [sec] of real world applications with respect to various 

HDFS block size and frequency scaling 
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trend is observed. This is mainly due to the fact that reduce phase, 
unlike map phase is memory intensive as it requires significant 
communication with memory subsystem. Also comparing Atom 
and Xeon running at the same frequency, while map phase prefers 
Atom almost all applications, reduce phase prefers Xeon in 
several cases; examples are NB and GP.  
3)  Sensitivity Analysis  

We carry out a sensitivity analysis of the EDP ratio of the 
applications on Xeon to Atom. The motivation is to compare the 
EDP gap between Xeon and Atom for various tuning parameters. 
Figure 7 presents the EDP change with respect to the HDFS block 
size for a frequency of 1.8GHz. The results show that increasing 
HDFS block size increases the EDP gap between Atom and Xeon. 
Since in Atom, the performance bottleneck exists in the memory 
subsystem, improving memory subsystem performance by 
increasing HDFS block size enhances its performance more 
compared to Xeon, and reduces the performance gap between the 
two architectures.  
C. Scheduling 

In the previous sections, we analyzed the execution time and 
the energy-efficiency of MapReduce benchmarks across a wide 
range of application, system and architecture levels parameters on 
Xeon and Atom cores. These analyses will help guide the 
scheduling optimization decisions in a heterogeneous 
architecture, as we will show, through several case studies. 
Assume that we have X number of Xeon cores and Y available 
number of Atom cores available for scheduling. While from the 
user perspective, improving performance and getting the 
MapReduce jobs done faster is the goal which is mainly 
accomplished by allocating the maximum number of available big 
Xeon cores to the task, from the cloud computing provider 
perspective, the choice of X and Y is influenced by not only the 
performance but also the cost including the operational cost as 

well as the capital cost. Operational cost is proportional to the 
energy and the capital cost is proportional to the chip area of the 
core. In that perspective, Atom cores are clearly a preferred 
choice. Assuming Atom and Xeon architectures with 2, 4, 6 and 
8 cores, we analyze the energy-delay product (EDXP) and energy-
delay-area product (EDXAP), which indicates the cost [11] to 
understand the interaction between energy, cost and performance 
characteristics of the studied applications. The objective of this 
analysis is to select a right number of Xeon or Atom cores that 
minimizes various costs, including cost driven by the area as well 
as the energy. Based on the analysis results presented in the 
previous sections we set HDFS block size at 512MB and 
operating frequency at the 1.8GHz.  

Table 1 shows the results for the operational and capital cost 
of the Hadoop micro-benchmarks and real world applications 
with various number of Xeon and Atom cores/mappers.  The 
number of the mappers is set to be equal to the number of cores 
(M). It should be noted that EDP is a function of both the 
execution time and power. Adding more cores to the architecture 
lowers the execution time, but increases the power consumption. 
From Table 1 results we observe that in most cases, increasing the 
number of cores, enhances the energy efficiency. However, in 
Grep and Terasort benchmarks, the lowest EDP on Atom is 
achieved with 6 cores. Moreover, the variations in the EDP with 
respect to the number of cores is more significant on Atom. 
Results show that EDP can be reduced by upto 5X (in sort 
benchmark) by utilizing a maximum number of Atom cores 
compared to using minimum two, yielding both higher 
performance and energy-efficiency.  

As mentioned earlier, the capital cost of the architecture is 
another major cost function that affects the scheduling decisions. 
In order to take the capital cost into account, we study EDXAP 
values, presented in Table 1. Hadoop micro-benchmarks show 
that while increasing the number of cores reduces the EDP, it 
increases the EDAP. Thus, based on the optimization goals, 
capital cost constraints may prompt the scheduler to use fewer 
number of cores. However, for the real world applications, we 
have observed a different trend where increasing the number of 
cores is reducing the EDAP. One reason is that real world 
applications have significantly higher execution time and power 
consumption compared to the Hadoop micro-benchmarks. 
Therefore, the performance improvement achieved by 
introducing more cores for the CPU-bound real world 
applications are more significant that even results in lowering 
EDAP as well. 

 While the scheduling decision to maximize performance 
and satisfy user expectation attempts to maximize the number of 
available cores, the scheduling decision attempts to reduce the 
number of cores for cost efficiency as well as energy-efficiency 
as it is preferred by the cloud provider.  To find the middle 

 
Figure 7: EDP of Hadoop benchmarks at various HDFS block size 
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ground between the user and cloud provider expectations, we 
have performed operational and cost analysis of studied 
benchmark normalized to the maximum number of Xeon cores 
(i.e. 8 cores), presented in Figure 8 (Spider graphs). Each corner 
of the spider graphs illustrates the operational and capital cost 
metrics including energy-efficiency (EDP), near real-time 
energy efficiency (ED2P), cost energy efficiency (EDAP) and 
near real-time cost energy efficiency (ED2AP). The spider graph 
is divided into two regions (labeled by 8X equal to 1), an inner 
region and outer region. Inner region illustrates that little core is 
preferable to execute the MapReduce job, however, the outer 
region favors the big core. The results close to the origin 
represent the maximum energy and cost efficiency. 

For the energy efficiency (EDP) results, the comparison 
between Atom and Xeon shows that the Atom cores are more 
energy-efficient than the Xeon cores for all the studied 
applications with the exception of Sort as it has the higher 
performance gap between Atom and Xeon that results in lower 
EDP on Xeon. Additionally, we have observed that due to the 
high power consumption of Xeon core, even utilizing the 
maximum number of Atom cores (i.e. 8 cores) achieves lower 
EDP compared to the Xeon architecture with the 2 cores.  

For the near real-time energy efficiency (ED2P), a large 
number of Xeon cores (4 and more) outperform small number of 
Atoms cores. This is due to the fact that real-time energy 
efficiency gap gradually decreases with a large number of Xeon 
cores. While for ED2P a large number of Xeon cores (4 and more) 
outperform the small number of Xeon cores, similar to the EDP, 
the minimum ED2P is achieved with a large number of Atom 
cores (6 and 8 cores). A comparison of the cost energy efficiency 
(EDAP) value between Atom and Xeon shows that EDAP is 
lower on Atom for most applications including Hadoop micro-
benchmarks and real world applications, for a certain number of 
cores. Additionally, we have observed that Atom with a smaller 
number of cores provides maximum cost energy efficiency as 
compared to the Xeon cores. For sort application, the EDAP on 
Xeon cores is lower than Atom, due to the high performance gap 
between Atom and Xeon. 

The real-time cost energy efficiency (ED2AP) analysis 
illustrates that for the Terasort and Grep applications, the Xeon 
architecture with 2 cores yields lower ED2AP than the Atom 
architecture with 8 cores. This is an interesting observation, which 
allows us to use Xeon architecture with a small number of cores, 
rather than running the job on many Atom cores. In this case, we 
are able to benefit from the high performance Xeon core, yielding 
low EDxAP costs. However, for the real world applications, 
higher computation power is required to process the applications 
that can be achieved with large number of Atom or Xeon cores. 
Considering the power consumption of Xeon, Atom cores will be 
a more efficient choice to execute the Hadoop applications. 
Additionally, through the comprehensive system and architecture 
analysis shown in section III-A, we have illustrated that the 
reliance on the utilization of the maximum number of cores for 
Atom architecture can be reduced by fine- tuning the system, 
applications and architectural parameters.  

In general, our results illustrate that in cloud computing 
infrastructure equipped with heterogeneous architectures, the 
minimum operational and capital cost can be achieved for 
compute intensive Hadoop applications by scheduling them to 

large number of little cores while still satisfying user expected 
performance comparable to what can be achieved on big cores. 
The reliance on large number of little cores can be reduced 
significantly by fine-tuning the application, system and 
architecture level parameters. For I/O bound applications, Xeon 
core still shows to be the favorite choice for energy as well as cost 
efficiency. 

3. RELATED WORK 
Recently, there have been a number of efforts to understand 

the behavior of big data and cloud-scale applications, by 
benchmarking and characterizing them, to find out whether state-
of-the-art high-performance server platform is suited to process 
them efficiently. The most prominent big data benchmarks, 
including CloudSuite, HiBench, BigDataBench, LinkBench, and 
CloudRank-D focus on the applications’ characterization [2, 12, 
13, 15]. These works analyze the application characterization of 
big data applications on the Hadoop platform, but they do not 
discuss the implication of this new set of applications on the 
choice of big vs little core architectures. 

Many recent works have investigated the energy efficiency 
in the Hadoop system including energy-efficient storage for 
Hadoop [17-18], energy-aware scheduling of MapReduce jobs 
[19] and GreenHadoop [20]. Additionally, the impact of Hadoop 
configuration parameters has been discussed in [20]. But these 
works have not studied the impact of frequency scaling and its 
interplay on Hadoop specific parameters for optimizing the 
energy efficiency and the impact on the choice of big vs little core. 
ARIA [7] is an analytical model that utilizes the knowledge of the 
map and reduce task completion time as a function of the allocated 
resources. However, this study lacks the power and energy 
analysis on the low-power embedded server with various system 
and architecture parameters. The work in [3] is the closest to our 
work as they conduct a study of microserver performance for 
Hadoop applications. However, their main focus is on the 
assessment of five different hardware configuration clusters for 
performance and energy consumption. In contrast, our work 
explores Hadoop configuration parameters and system 
parameters for the performance and energy efficiency, as well as 
cost efficiency of Hadoop applications in a heterogeneous 
architecture and the choice between big and little cores. 

4. CONCLUSION 
This paper answers the important question of whether big 

Table 1: Operational and Capital Cost Analysis of Hadoop applications  
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core or little core is more energy and cost efficient to process 
Hadoop applications. To answer this question it is important to 
take into consideration tuning parameters at application, system 
and architecture levels as they influence performance, energy 
efficiency and cost efficiency of Hadoop applications. Based on 
real system experimental results, we have observed that for I/O 
intensive Hadoop applications, Xeon has a clear performance 
advantage, however, the gap between Xeon and Atom reduces 
significantly for compute intensive Hadoop applications. Also, 
Atom has shown to be significantly more sensitive to tuning 
parameters such as frequency and HDFS block size. Therefore, 
the performance gap between the two architectures can be 
reduced significantly through fine-tuning of the system and 
architectural parameters on Atom, allowing maximum energy 
efficiency. Furthermore, for the map phase, compute intensive 
benchmarks clearly favor the Atom for energy-efficiency, while 
I/O intensive favors Xeon. For the reduce phase, Atom is the 
favorite choice across all studied applications. 

In addition, we also analyzed the operational and capital cost 
estimation, which helps guiding scheduling decisions in cloud 
environment equipped with heterogeneous architectures to find 
out which of big or little core is the more cost-efficient. For 
compute intensive applications, we found that the minimum 
operational and capital cost can be achieved by scheduling to a 
large number of Atom cores while still satisfying user expected 
performance comparable to the performance that can be achieved 
on few Xeon cores. The reliance on a large number of Atom cores 
can be reduced significantly by fine-tuning the application, 
system and architecture level parameters. For I/O intensive 
applications, Xeon still shows to be the favorite choice for energy 
as well as cost efficiency. 
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Figure 8: Results presented are for energy-efficiency (EDP), real time energy efficiency (ED2P), cost energy efficiency (EDAP) and real time cost energy 

efficiency (ED2AP) of Hadoop applications normalized to the 8 Xeon core 

0

0.5

1

1.5

2

2.5

3
EDP

ED2P

EDAP

ED2AP

WC

2A
4A
6A
8A
2X
4X
6X
8X

4.76

0

2

4

6

8

10

12
EDP

ED2P

EDAP

ED2AP

ST

2A
4A
6A
8A
2X
4X
6X
8X

11.09 157.99 211.62 441.52 

87.77 81.76 78.37 57.76

11
.1

9
11

8.
49

21
.6

9 
34

.4
6

0

0.5

1

1.5

2

2.5
EDP

ED2P

EDAP

ED2AP

TS

2A
4A
6A
8A
2X
4X
6X
8X

0

0.2

0.4

0.6

0.8

1

1.2
EDP

ED2P

EDAP

ED2AP

GP

2A
4A
6A
8A
2X
4X
6X
8X

0
1
2
3
4
5
6
7
8

EDP

ED2P

EDAP

ED2AP

NB

2A
4A
6A
8A
2X
4X
6X
8X

20.23    34.11

0

2

4

6

8

10
EDP

ED2P

EDAP

ED2AP

FP

2A
4A
6A
8A
2X
4X
6X
8X

18.15  21.54

2017 Design, Automation and Test in Europe (DATE) 1485

View publication statsView publication stats

https://www.researchgate.net/publication/316950849


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


