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Video Object Segmentation (VOS)
A task to learn where the objects are in the video in pixel level

─ Unsupervised Video Object Segmentation

─ Semi-supervised Video Object Segmentation

─ Supervised Video Object Segmentation



Semi-Supervised Video Object Segmentation
Takes only one frame with annotation from the video, and segment the objects for the 

rest of the video.



One Shot Video Object Segmentation (OSVOS)
❏ OSVOS is a semi-supervised video object segmentation model

❏ Pre-train a model to classify each pixel to be either foreground or background

❏  Fine-tune the model with the first frame (ground truth annotation)

❏ Output the object segmentation for the rest of frames

❏ Uses no temporal information

❏ i.e. the order of frames fed into the network does not influence the outcome



The Order Doesn’t Matter!
❏ Therefore we are allowed to pick any frame being used to fine-tune the model

❏  OSVOS fine-tuned the model with the first frame

❏ Is first frame the best choice to fine-tune the model?



Contributions
❏ The very first paper that discusses about frame selection for semi-supervised VOS. 

❏ Motivated by the high cost of densely-annotated user segmentations

❏ Demonstrates BubbleNets to improve VOS performance



BubbleNets
– Segmentation performance varies when selecting an alternative frame. 

– Select one single frame for user annotation, from an untouched video.

– Improve the performance of semi-supervised VOS. OSVOS, specifically.



Training examples 𝑚 𝑚*𝑛
Input entire video individual frame two compared frames

Output

predicted 

performance

predicted relative 

performance

BubbleNets: I/O selection
To increase training examples. 

Because labeled video data are expensive.

𝑚 training videos. 𝑛 labeled frames per video.



BubbleNets: Input 
𝑘 reference frames as additional input. Provide some video context.

𝑘 = 3 

Training examples: 

INPUT: 2 compared frames (𝑖, 𝑗) + 𝑘 reference frames

Compromise between video-wide awareness and network complexity



BubbleNets: Output & Loss function

OUTPUT: predicted relative performance, 

2 compared frames

set of reference frames



BubbleNets: Basic sorting framework

Source: https://youtu.be/XBEMuFVC2lg

untouched video 

i.e., the preceding frame performs better



BubbleNets: Basic sorting framework
Seems to be deterministic, and only one pass is needed.

But BubbleNets is stochastic. 

Different set of reference frames results in different relative performance. 

How to increase BubbleNets’ consistency? 



BubbleNets: Consistency

𝑛-forward passes for an 𝑛-frame video.

Summation over entire batch. Reduce variability.

Increasing batch size:

[1] more easily to hit local minimum

[2] longer execution time

(1) Bubble sort feature: redundancy, thus sub-optimal

(2) Batch each prediction over multiple sets of reference frames.

Effective given BN’s stochastic nature  



Feature 

Extraction

– Nomarlized Frame Indices:

– Leaky ReLU as activation function

– 20% dropout in last three layers

– Output is a scalar

Consider temporal 

proximity of frames 



BubbleNets: Implementation
– Training dataset: DAVIS 2017

○ Complete set of fully-annotated video frames

○ i.e., every frame has ground truth

𝑛 frames in each video

Region similarity
a.k.a. Jaccard Idx, IoU

Contour accuracy
a.k.a. F

1
score

– Performance indicator: Region similarity + Contour accuracy

○ Video-wide mean performance by selecting frame 𝑖 for annotation ( ground truth performance )

the bigger the better



BubbleNets: Training labels
● Pre-calculation for each frame’s ground truth performance

○ We will know the best single frame, as well as the worst one.

○ Simle frame selection strategies (First, Middle, Last)

○ Decrease training time



Region Similarity J (IoU, Jaccard Idx)

M : foreground mask (prediction)

G : ground truth

Source

https://www.jeremyjordan.me/evaluating-image-segmentation-models/


Contour Accuracy F (F1 score)

Source

https://www.jeremyjordan.me/evaluating-image-segmentation-models/


BubbleNets: Configurations
5 configurations are implemented to test efficacy. 

BN

0

 : Standard BubbleNets BN

NIFI

 : No Input Frame Indices BN

NRF

 : No Reference Frames

Focus on Input Selection



BubbleNets: Configurations

BN

0

 : Standard BubbleNets

BN

LSP

 : Single Frame Preference

BN

LF

 : Bias toward Middle Frame

λ = 0.5, 𝐼
MF

 = 0.5

Focus on Loss function Design



 Experimental setup 
● Primary Dataset: DAVIS 2017

● Best and worst possible frame selection - upper and lower bound

● Simple frame selection: First, Middle, Last, Random

● Determine Batch size:



DAVIS dataset annotated frame selecting results

● BN0’s use of normalized frame indices is more benificial



DAVIS dataset annotated frame selecting results

● Middle frame selection has the best performance of all simple frame selections



DAVIS dataset annotated frame selecting results

● BNLF  performs better than Middle 

selection

● BNLF  biases selections toward the 

middle of each video



●          and Middle frame comparison on DAVIS 2017 Val. set

Best selection Worst selection



DAVIS dataset annotated frame selecting results

● BN0 has better performance than all simple frame selections





      If we have limited number of annotated frames



      If we have limited number of annotated frames

● BNLF outperforms 

all other simple 

selections strategies



      If we have limited number of frames

● Additional experiment: 

Analyze 10 longest and shortest videos from DAVIS 2017 validation set



     Cross evaluation results for different segmentation methods



Strengths and Weaknesses
Strengths : 

❏ Further improves the performance of OSVOS using fine-tune frame selection 

network. 

❏ Applies loss function to learn from fewer initial frame labels, as labeling video 

data are expensive.

Weaknesses: 

❏ The reason of BubbleNets performs better on longer video is not very reliable to 

us.



Open Research Questions
❏ There are some other VOS models that uses multiple frames as training examples. 

Can BubbleNets possibly be applied on those models and select the frames that 

can improve the performance the most?



Reference Link
❏ https://www.youtube.com/watch?v=XBEMuFVC2lg&fbclid=IwAR0fM9tzUGwruiqzg_epQeVzoGWNPKY6BpMSuYXYydahUXN

WrozgHgg9RiE

❏ https://towardsdatascience.com/semantic-segmentation-with-deep-learning-a-guide-and-code-e52fc8958823

❏ https://techburst.io/video-object-segmentation-the-basics-758e77321914

https://www.youtube.com/watch?v=XBEMuFVC2lg&fbclid=IwAR0fM9tzUGwruiqzg_epQeVzoGWNPKY6BpMSuYXYydahUXNWrozgHgg9RiE
https://www.youtube.com/watch?v=XBEMuFVC2lg&fbclid=IwAR0fM9tzUGwruiqzg_epQeVzoGWNPKY6BpMSuYXYydahUXNWrozgHgg9RiE
https://towardsdatascience.com/semantic-segmentation-with-deep-learning-a-guide-and-code-e52fc8958823
https://techburst.io/video-object-segmentation-the-basics-758e77321914

