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Problem Statement

Input: A monocular RGB video Output 3D Motion and Contact Forces

Given an input video, reconstruct 3D motion and forces of a 
person interacting with an object from a single RGB video



Motivation

• Large-scale learning of human-object interactions from internet 
videos, speed up the pace of learning

•Advanced visual intelligence capabilities to recognize and 
interpret complex person-to-object  interactions

https://www.di.ens.fr/willow/research/motionforcesfromvideo/research/li19mfv/li2019motionforces_slides.pdf



• Single-View 3D pose estimation
• Human- Object Interactions
• Object 3D pose estimation
• Learning from instructional videos

Related Work

https://www.bing.com/images/search?view=detailV2&id=274F0202EF64A679A13E2B78875530628C8B82B8&thid=
OIP.J5ssVKi5RFwn3ISxvydarwHaEL&mediaurl=https%3A%2F%2Fneurohive.io%2Fwp-content%2Fuploads%2F201
8%2F07%2Fobject-detection-AP-e1532903166643.jpg&exph=507&expw=900&q=Understanding+human-object+int
eractions&selectedindex=5&ajaxhist=0&vt=0&eim=1,2,6

https://www.bing.com/images/search?view=detailV2&id=57748737F25AAF0A043BA271DA3B34CABF7DC5BF&thid=OIP.mkvpkrWoG6l9LZAY_Y9GzAHaEK&
mediaurl=https%3A%2F%2Fi.ytimg.com%2Fvi%2FtKfkGttx0qs%2Fmaxresdefault.jpg&exph=720&expw=1280&q=3d+pose+estimation&selectedindex=6&ajaxh
ist=0&vt=0&eim=1,2,6



Work borrowed from Person-object interactions in 
robotics.
● They use the concept of rigid body models introduced in robotics 

and estimate the 3D person-object interactions from monocular 
videos using optimal control problem under contact constraints.

● Then identify the contact irregularities by identifying contact states 
from visual input & localize the contact points in 3D via trajectory 
estimator.



Key Contributions
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Estimation Stage

• Assume a video clip of duration T depicting a human manipulating 
an object.

• Encode the 3D poses of the human and object using configuration 
vectors (translation and rotational displacement).

• K is constant set of possible contact points between human, object 
and/or ground plane.



Estimation Stage

• Model the contact force exerted at a contact point (e.g. grip, 
Newton’s 3rd law)

• Model the joint torque vector describing actuation by human 
muscles

• Control variable combining joint torque vector and contact forces at 
the K contact joints 



Estimation Stage

• For sliding contacts, define a constant c consisting of relative 
positions of all contact points w.r.t the object/ground

• Objective 1 - estimate smooth and consistent human-object and 
contact trajectories: 

• Objective 2 - recover the control value                that causes the 
observed motion

• Intuition - human and object 3D poses = respective projections in 
the image



Estimation Stage

• Formulate person-object interaction estimation as a optimal control 
problem with contact and dynamic constraints:

• Constrained by
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Composite Loss Function

• Loss function      = weighted sum of multiple costs
• Data term - observed vs re-projected 2D joint and obj endpoint 

positions.
• Pose prior term - encourage only physically plausible poses.
• Physical plausibility term - contact motions, contact forces, full 

body dynamics.
• Trajectory smoothness term



Data Term

• Minimise the re-projection error of the estimated 3D human joints 
and 3D objection endpoints w.r.t 2D measurement in the video 
frame.

• Given j = 1, …, N joints or object endpoints



Pose Prior Term

• Motivation - Single 2D skeleton = projection of multiple 3D poses; 
some unnatural or impossible exceeding human joint limits.

• Solution - Limit to only plausible pose priors.



Prior Pose Term (Obtaining pose priors)



Pose Prior Term

• Map        to SMPL pose vector and compute likelihood under 
pre-trained GMM

• Minimise to favor more plausible poses vs impossible ones



Physical Plausibility Term

• Contact motions - minimise distance between active joints and 
contact points on object.

• Contact forces - model constraints induced by physical forces 
(friction, Newton’s 3rd Law).

• Full body dynamics - model trajectory of body-object system using 
Lagrangian mechanics.



Contact Motions

• For an active joint minimise distance between joint and active 
contact point.

• For planar contact motion



Contact Forces

• Environment exerts a contact force      on each active contact point.
• Two distinct contact forces.
• 6D spatial forces exerted by objects - 3D linear force and 3D 

moment.
• 3D linear forces due to friction - constrained inside 3D “cone of 

friction’’ approximated as 3D pyramid.



Full Body Dynamics

• Fully body movements of person and manipulated object described 
by Lagrangian dynamics equation.



Trajectory Smoothness Term

• Regularise human and object motion.
• Leverage temporal continuity in the video to improve smoothness 

of human and object motion.
• Minimise spatial velocities and accelerations for smoothness and 

removing incorrect 2D poses.

• Both linear and angular movements are smoothed simultaneously.



Trajectory Smoothness Term

• Regularise contact motion and forces.
• Minimise the velocity of the contact points and temporal variation of 

contact force.



Optimisation

• Convert continuous problem to discrete non-linear optimisation 
problem using collocation method.

• Discretise all trajectories - 



Extracting 2D Measurements from Video

• Estimating 2D position of joints: OpenPose [Zhe Cao et al., 
Berkeley AI Research]



Extracting 2D Measurements: Contact Points
• Training dataset: manually annotated contact data (Google Image 

Search & youtube videos) harvested from the Internet

Contact 
Recognition 

CNN

Predictions for contact at 
joint j, frame i (possible 
states 0 or 1)

Replaces the last layer of an 
ImageNet pre-trained Resnet 
model with a fully connected 
layer that has a binary output

separate models 
for five types of 
joints: hands, 
knees, foot 
soles, toes, and 
neck

Image 
patch



Extracting 2D Measurements: Object Pose

• Mask R-CNN
• Pre-trained on MS COCO dataset
• Retrained with head layers for each 

tool type.
• Shapes of 3D models or 2D 

annotated images of each specific 
tool (spade, hammer etc) are used as 
a training dataset with 2D geometric 
transformations & domain 
randomization (illumination) 

The endpoints are calculated as the intersection of the fitted 
line and boundaries of the bounding box



Experimental Results



Parkour Dataset 

Improvement over state-of-the-art for Barbell, Spade, and on 
Average over all tool types.

Mean per Joint Position Error (in mm)



Parkour Dataset 

To estimate the forces we assume a generic human physical 
model of mass 74.6kg for all the subjects

Errors of the contact forces for soles and hands



A New Dataset: Handtool Videos

https://www.di.ens.fr/willow/research/motionforcesfromvideo/research/li19mfv/li2019motionforces_slides.pdf



https://www.di.ens.fr/willow/research/motionforcesfromvideo/research/li19mfv/li2019motionforces_slides.pdf



Results: Video

Video

https://player.vimeo.com/video/342398642


Results: 3D Pose Estimation on Handtool Dataset 

Improvement over state-of-the-art for Barbell, Spade, and on 
Average over all tool types.

Mean per Joint Position Error (in mm)



Results: 2D Endpoint Estimation

% of Endpoints within 25/50/100 pixels from ground truth

Improvement over state-of-the-art for all tool types.



Strengths & Weaknesses

• + Inducing physics priors to trajectory estimation.
• + Recovers both human-object interaction and forces that give rise 

to the motion.
• + Able to generalise to the Parkour dataset videos of 400-2200Hz 

although trained on ~25Hz videos.
• - More visual illustrations for the physical constraints would have 

helped.
• - Formulation of 6D force generators is difficult to understand (even 

in the Appendix).



How can this work be extended?

• Articulating tools.
• Apply to robots.
• Marker-less motion capture data from videos
• What other data-driven/DL problems can benefit for infusion of 

common sense priors (e.g. physics, optics) as part of the 
optimisation stage?



TGIF!!:)


